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Articles

THE COST OF RAISING A KILLER—PARENTAL LIABILITY FOR THE PARENTS OF ADULT MASS MURDERERS

SHAUNdra K. LEWIS*

“People never really recover from the death of a child. How much more difficult, then, is it to deal with the deaths of other children whom your child has killed? . . . So much shame surrounds the issue of mental illness that many parents don’t seek help for their kids or are afraid to talk about it publicly. . . . That needs to change.”  

INTRODUCTION

ONE simply cannot ignore the significant number of mass shootings continuing to occur in places one would least expect gun violence to erupt. In the last seven years, there has been a shooting rampage at a

---
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2. Shaundra K. Lewis, Firearm Laws Redux—Legislative Proposals for Disarming the Mentally Ill Post-Heller and Newtown, 3 MENTAL HEALTH L. & POL’Y J. 320, 323 (2014) (observing that “public mass shootings are now ubiquitous in America”). According to a recent FBI report, from 2000 to 2013, there were approximately 160 active mass shooter incidents across America, including “in urban and rural areas, and in 40 of 50 states and the District of Columbia.” J. PETE BLAIR & KATHERINE W. SCHWEIT, TEX. STATE UNIV. & FBI, U.S. DEP’T OF JUSTICE, A STUDY OF ACTIVE SHOOTER INCIDENTS IN THE UNITED STATES BETWEEN 2000 AND 2013, at 8 (2014),
grocery store, movie theater, elementary school, and even a church. Far too often, the shooter displayed clear signs of mental illness prior to their murderous attack, inevitably leading many to ponder whether the shooter’s parents were partially to blame. Were they too permissive? Were they not loving enough? Were they aware of their child’s deranged state and had a responsibility to protect the public? Do they have a duty to supervise an adult, mentally ill child? At the very least, should parents warn the proper authorities about their potentially deadly kin?

The quintessential example raising these issues is the case of Adam Lanza’s single mother, Nancy Lanza. Ms. Lanza’s twenty-year-old son utilized her firearms to inexplicably gun down twenty school-children and six educators at Sandy Hook Elementary School in Newtown, Connecticut, in 2012. At the time of the massacre, her son, who had a significant history of mental illness, resided with her in her large suburban home where, to the bewilderment of many, she stockpiled an arsenal of firearms—including a very powerful semi-automatic rifle. Notwithstanding Adam’s mental health issues, Ms. Lanza gave him unfettered access to her legally purchased weaponry. In fact, when the police searched the Lanzas’


5. See Lewis, supra note 2, at 322.

6. See Manhunt on for South Carolina Church Gunman, CBSNEWS (June 18, 2015, 10:21 AM), http://www.cbsnews.com/news/9-dead-in-shooting-in-historic-black-south-carolina-church/ [https://perma.cc/Q898-XYK3]; see also Blair & Schweit, supra note 2, at 8 (averaging 16.4 active shooter incidents occurring from 2007–2013 in various places—including city streets, health care facilities, and houses of worship—which is more than double the number of such incidents from 2000–2006, when an average of only 6.4 such incidents occurred annually).

7. See Lewis, supra note 2, at 324, 325–38 (noting “the all too familiar storyline behind nearly every shooting spree, prior to the shootings, the gunman exhibited clear signs of mental illness[ ]”).


9. See Lewis, supra note 2, at 322.


11. See id. at 28 (observing Adam lived alone with his mother). A search of the Lanza home after the shooting rampage revealed a gun locker intact that had
home, they discovered a check Ms. Lanza had given her son for Christmas to purchase his own gun. Moreover, Ms. Lanza frequently took her son to shooting ranges, despite an unconfirmed report that she was contemplating having him involuntarily committed to a psychiatric institution around the same time of the shootings. Unfortunately, Ms. Lanza paid the ultimate price for this lapse in parental judgment with her own life, as her son shot and killed her before embarking on his elementary school killing spree. Nevertheless, this did not stop the Sandy Hook victims’ loved ones from suing Nancy Lanza’s estate for wrongful death, raising the question of whether a parent can be civilly liable for a mass shooting committed by their adult offspring under general common law negligence principles.

This Article is the first to explore this issue in great detail, using Nancy Lanza and other parents of notorious shooters as examples. Specifically, this Article attempts to evaluate, clarify, and build upon parental negligence law. Part I discusses the evolution of parental liability. Part II addresses whether there can be parental liability for parents of adult mass shooters based upon a special relationship. Part III provides an overview of negligence in general and its complexities, as well as exploring whether a duty to protect or warn can be established in mass shooting cases. Part IV examines whether the parents in the real-life examples breached a duty to protect or warn. Part V analyzes whether the aforementioned parents’ breach caused the shooting victims’ injury or death. Part VI concludes that in some circumstances parents can and should be held liable for negligence that leads to their child committing a mass killing. It further submits that the mere possibility of parents being subjected to financial liability for their child’s mass shooting will not only incentivize parents to take more aggressive measures to keep firearms out of their mentally ill

15. See Lewis, supra note 2, at 322.

child’s hands, but to obtain the mental health assistance their child so desperately needs—measures that in the end will make everyone safer. Finally, Part VI provides advice to parents for dealing with significantly mentally ill, adult children residing in their home.

I. A Historical Perspective on Parental Liability

As explained in more detail below, while in early American history parents generally were not personally liable for their children’s torts, the law has evolved over time such that parents can now be held civilly responsible for their offspring’s actions under certain circumstances, even for a criminal attack like a mass shooting.

A. Early Common Law on Parental Liability

Originally, under early common law, parents could not be found vicariously liable for their child’s torts solely because of their parent-child relationship.17 Children were considered separate legal entities responsible for their own torts, and any judgment had to be satisfied by them personally, which left most victims uncompensated since children are usually insolvent and cannot satisfy a judgment.18 Parents were only responsible for their children’s actions if the parents themselves were somehow independently negligent by, for example, entrusting a minor child with a dangerous weapon.19

B. Parental Liability Statutes

To both address the problem of victims going uncompensated for property damage or personal injuries caused by children and to deter juvenile delinquency, every state enacted some form of a parental liability stat-


19. See B.C. Ricketts, Validity & Construction of Statutes Making Parents Liable for Torts Committed by Their Minor Children, 8 A.L.R.3d 612 § 1[a] (1966); see also Kaminski v. Town of Fairfield, 578 A.2d 1048, 1051 (Conn. 1990) (noting “[a]t common law, the torts of children do not impose vicarious liability upon parents qua parents, although parental liability may be created by statute, or by independently negligent behavior on the part of parents” (footnote omitted) (citation omitted)).
ute that permitted plaintiffs to sue parents for their child’s actions, regardless of any wrongdoing on the parents’ part. The different variations of parental liability statutes include some permitting vicarious liability for property damage only, some for personal injury, others permitting both, and some covering only damage to school property.

Clearly, these statutes were enacted in derogation of common law, because they premise liability on the parent-child relationship itself—presuming that if parents could themselves be sued, they will be encouraged to control their children and prevent juvenile delinquency.

Thus, this is the first time that the law tacitly recognized that parents have some obligation to supervise or control their youth so as to prevent them from harming others or others’ property.

The problem with parental liability statutes, however, is that even though the statutes were purportedly created to compensate innocent victims by allowing them to go after the parents with deeper pockets than their children, these statutes severely capped the amount of monetary recovery. In some jurisdictions, financial recovery is limited to as little as $250–$500. Because of these low caps, scholars have recognized that parental liability statutes were not truly intended to compensate the victims, but to penalize the parents. Nevertheless, the overwhelming majority of courts have found parental liability statutes constitutional because the statutes are reasonably related to the legitimate state interest of reducing juvenile delinquency.

20. See Morgridge, supra note 17, at 337.
21. See, e.g., FLA. STAT. § 741.24 (2015) (allowing a person to sue parents of child under eighteen who “maliciously or willfully destroys or steals property” of another); LA. CIV. CODE ANN. art. 225 (2016) (“Parents are responsible for damage occasioned by their child as provided by law.”); N.J. STAT. ANN. § 18A:37-3 (West 2015) (making parents or guardians liable for property damage done to school property); OHIO REV. CODE ANN. § 3109.09(b) (West 2015) (creating cause of action and compensatory award of up to $10,000 against parents or guardians for their minor child’s willful damage to another’s property).
22. See Morgridge, supra note 17, at 337; see also Distinctive Printing & Packaging Co. v. Cox, 443 N.W.2d 566, 572 (Neb. 1989) (noting that “[s]ome courts have held that where parental liability statutes limit liability, the statutory purpose must be only to deter juvenile delinquency, not to compensate victims”).
23. See Morgridge, supra note 17, at 337.
24. See Ricketts, supra note 19.
25. See id.
26. See James Lockhart, Cause of Action Under Parental Liability Statute for Tort Committed by Minor Child, 19 CAUSES ACTION 1st 271 § 12 (1989 & Supp. 2015); Laura Pfeiffer, Note, To Enhance or Not to Enhance: Civil Penalty Enhancement for Parents of Juvenile Hate Crime Offenders, 41 VAL. U. L. REV. 1685, 1716 (2007) (noting parental liability statutes “resemble a form of strict liability because the parents are liable regardless of whether they acted reasonably”). At least one court has held that for parental liability statutes to be constitutional, compensation for injuries caused by minor children must be capped to avoid limitless liability for parents who may not be at fault for their child’s conduct. See Corley v. Lewless, 182 S.E.2d 766, 770 (Ga. 1971) (holding Georgia statute permitting parents to be sued for property damage or personal injury caused by their minor child without any caps
C. Sections 316 and 319 of the Restatement (Second) of Torts

To address the concern that parental liability statutes failed to adequately compensate victims suffering personal injuries committed by a child, Section 316 of the Restatement (Second) of Torts was created to provide a cause of action for parental negligence. Under common law negligence claims, there are no caps. This Restatement has been adopted by many state courts and serves as the basis for negligent supervision and “negligent entrustment of a dangerous weapon to a child” lawsuits. Section 316 provides:

A parent is under a duty to exercise reasonable care so to control his minor child as to prevent it from intentionally harming others or from so conducting itself as to create an unreasonable risk of bodily harm to them, if the parent

(a) knows or has reason to know that he has the ability to control his child, and

(b) knows or should know of the necessity and opportunity for exercising such control.

Subsection B’s requirement that the parent “know of the necessity” to control the child apparently means that the parent must have some reason to believe their child is dangerous and poses a risk to others. Parental liability lawsuits based upon Section 316’s theory of negligent supervision, often fail, however, because regardless of how disorderly or strange a child’s behavior is at home, rarely would parents have the foresight that this behavior would manifest itself into the murdering of others. This then poses an obstacle in trying to hold parents liable for their child’s violent, criminal acts, including a mass killing.

Additionally, Section 316’s application is restricted to parents of minor children, providing no recourse when a child who has reached the age of majority commits the violent attack. This restriction makes it difficult on amount of recovery violated Due Process Clause because, it would “authorize a recovery without liability, and would compel payment without fault” (internal quotation marks omitted); see also Distinctive Printing, 443 N.W.2d at 572 (upholding constitutionality of parental liability statute that permitted full compensation for property damage intentionally committed by children residing with them but limiting compensatory damages for intentional personal injury to $1,000 per person, on grounds statute did not violate Equal Protection Clause because there was rational basis for classification; property damage happens more frequently and legislature might have wanted to incentivize parents to better control their children).

27. See Morgridge, supra note 17, at 338.

28. See id.


31. See Mawdsley, supra note 29, at 473.

32. See, e.g., Carney v. Gambel, 751 So. 2d 653, 654 (Fla. Dist. Ct. App. 1999) (refusing to hold parents responsible for their “emancipated, adult child[s]” con-
for a plaintiff to invoke Section 316 to hold the parents of a mass shooter responsible for a shooting rampage because most mass shooters are adults.\footnote{See Mark B. Melter, The Kids Are Alright; It’s The Grown-Ups Who Scare Me: A Comparative Look at Mass Shootings in the United States and Australia, 16 GONZ. J. INT’L L. 33, 39 (2012) (observing that “roughly 80% of all mass murderers are aged between 20 and 50 years old. . . . men make up 94% of all mass murderers, and 63% of offenders are white”).}

To get around this obstacle, some plaintiffs began invoking Section 319 of the Restatement (Second) of Torts to establish a parent’s duty to control their adult offspring. Section 319 provides:

[one who takes charge of a third person whom he knows or should know to be likely to cause bodily harm to others if not controlled is under a duty to exercise reasonable care to control the third person to prevent him from doing such harm.\footnote{Restatement (Second) of Torts § 319.}]

Plaintiffs have alleged that parents who permit their adult children to reside with them “take charge” over the child and thus have a duty to control them.\footnote{See, e.g., Kaminski v. Town of Fairfield, 578 A.2d 1048, 1051 (Conn. 1990).}

Courts, however, have repeatedly rejected this as a legitimate basis for imposing a duty on a parent to control their adult offspring, absent a court order or other legal process expressly making the parents the adult-child’s legal custodian.\footnote{See id.} For example, in Kaminski v. Town of Fairfield,\footnote{578 A.2d 1048 (Conn. 1990).} the Connecticut Supreme Court rejected the defendant police officer’s counterclaim, premised upon the Restatement (Second) of Torts Section 319, that the parents of an adult male, who seriously wounded him with an axe, had a duty to control their adult, paranoid schizophrenic son.\footnote{See id. at 1050–51.} In rejecting the defendant’s counterclaim, the court observed that reported cases had only imposed a duty to control pursuant to Section 319 where professional custodians or institutions had formal, legal custody of the tortfeasor, such as in the case of an individual placed in the care of a hospital or under the supervision of a prison warden.\footnote{See id. at 1051–52.} The court further pointed out that, at that time, no court had ever held that a parent who...
had made a home for an adult, mentally ill child had taken charge of that person within the meaning Section 319.40

Similarly, in Knight v. Merhige,41 a Florida appellate court recently reaffirmed that Section 319 does not provide a basis for imposing a duty on parents to control an adult child, stressing that “the ‘take charge’ requirement of section 319 has generally been limited to ‘the context of professional custodians with special competence to control the behavior of those in their charge,’” like jailers or superintendents of residential institutions.42 In Knight, the adult son shot and killed four relatives at a Thanksgiving family gathering.43 The court held that providing financial assistance to their son (who did not reside with them) and controlling whether he attended family gatherings was insufficient to place the adult son “within the functional equivalent of their ‘legal custody.’”44

D. A Special Relationship

Thus, in the absence of any statute or Restatement provision explicitly permitting parental liability for an adult child, courts have been divided as to whether a parent can be held accountable for their emancipated offspring’s miscreant acts. Part of this division is based upon the well-settled common law principle that no one has a duty to protect others from dangers posed by third parties—or a duty to control or warn a third party to prevent harm to others—unless they have a special relationship with either the victim or the perpetrator.45 Since, as used in this Article, mass or rampage shootings refers to the random shootings of people, the parents of the shooter likely will not have a special relationship with the victims. Thus, the only way a parent can be held accountable for a mass shooting committed by their child is if the courts recognize a special relationship between the adult shooter and their parent—something most courts have been reluctant to conclude, because parents have no legal duty to control their emancipated offspring.46

For example, in Carney v. Gambel,47 a Florida appellate court held that the parents of an adult child who assaulted the head of security in the country club community where the parents and adult child lived did not have a special relationship with their adult child and thus did not have a

40. See id. at 1052.
41. 133 So. 3d 1140 (Fla. Dist. Ct. App. 2014).
42. See id. at 1146–47 (quoting Kaminski, 578 A.2d at 1051).
43. See id. at 1143.
44. See id. at 1142, 1147.
45. See id. at 1145; see also Restatement (Second) of Torts § 315 (1965).
46. See e.g., Hartsock v. Hartsock, 592 N.Y.S.2d 512, 513 (App. Div. 1993) (“No justification exists [ ] for imposing liability on parents for the conduct of their emancipated, adult child. Inasmuch as parents have no legal right to control their adult child’s activities, they cannot be held liable for those activities.” (citations omitted)).
47. 751 So. 2d 653 (Fla. Dist. Ct. App. 1999).
duty to control his conduct.\(^48\) In so holding, the court reasoned that in order to have a special relationship with their adult offspring, the parents had to have the right or ability to control his conduct, and parents have no legal right to control an emancipated, adult child.\(^49\) The court further emphasized that parental liability had been limited to cases involving a minor child.\(^50\) However, the court left open the possibility for parental liability to incur for an adult child where the adult child is insane or mentally deficient, citing to \textit{Thorne v. Ramirez}.\(^51\)

Similarly, in \textit{Grover v. Stechel},\(^52\) a New Mexico appellate court concluded that no special relationship existed between a mother and her adult son who had stabbed the plaintiff. The court reasoned that the mother lived across the country from her adult son when the assault happened, and it was too much of a logical leap to find that, by merely assisting her adult son financially, she had the ability to control his conduct.\(^53\) The court further explained that without the right or ability to control another’s conduct, no duty to control could arise.\(^54\)

In both of these cases, although the courts did not specifically reference Section 316 of the Restatement (Second) of Torts, they apparently incorporated Section 316’s ability-to-control consideration in their analyses to determine whether there was a special relationship between the parents and their adult offspring. In these cases, the courts found the parents lacked the ability to control their emancipated offspring because either (1) the child had obtained the age of majority and had no mental illness, as in the \textit{Carney} case; or (2) the parents did not have the opportunity to control the adult because the adult child did not reside with them, as in the \textit{Grover} case. As demonstrated by the next few case illustrations, however, where these conditions do not exist, parental liability for adult children could attach.

For instance, contrary to the \textit{Carney} and \textit{Grover} cases, in \textit{Silberstein v. Cordie},\(^55\) a Minnesota court held that the defendant-parents had a special relationship with their schizophrenic, twenty-seven-year-old son who resided with them.\(^56\) In that case, the parents knew their son was delusional and nonverbal, had hallucinations about the devil and beasts, and had threatened to harm the victim in the past while suffering from delusions.\(^57\)

\(^48\). See id. at 654.
\(^49\). See id.
\(^50\). See id.
\(^51\). See id.; see also Thorne v. Ramirez, 346 So. 2d 121, 122 (Fla. Dist. Ct. App. 1977).
\(^52\). 45 P.3d 80 (N.M. Ct. App. 2002).
\(^53\). See id. at 84.
\(^54\). See id.
\(^55\). 474 N.W.2d 850 (Minn. Ct. App.), rev. granted in part, cause remanded by 477 N.W.2d 713 (Minn. 1991).
\(^56\). See id. at 856–57.
\(^57\). See id. at 852.
In fact, the mother had her son involuntarily committed to a mental healthcare facility prior to the incident in question.\footnote{58}{See id.} Four months after the son was released from involuntary commitment, the son moved in with his parents, and the parents noticed he had stopped taking his medication.\footnote{59}{See id.} Nevertheless, the parents traveled out of town, leaving their 12-gauge shotgun readily accessible to him.\footnote{60}{See id. at 856.} The son used the gun to kill his friend whom he believed was in collusion with the devil.\footnote{61}{See id. at 852–53.} In recognizing the parents had a special relationship with their adult son, the court stressed that months before the murder, the mother assumed responsibility for her son’s day-to-day care, and the son’s mental condition “was like that of a child . . . .”\footnote{62}{See id.}

Similarly, in \textit{Frederic v. Willoughby},\footnote{63}{No. 2007-P-0084, 2008 WL 2582593, at *1 (Ohio Ct. App. June 27, 2008).} an Ohio court determined that a special relationship existed between parents and their mentally disturbed adult offspring who resided in the same household.\footnote{64}{See id.} There, the adult son sexually assaulted the plaintiff while her four-year-old daughter lied next to her in the bed.\footnote{65}{See id. at *1–2.} Prior to this incident, the father had struck his son in the head after the son had broken into the plaintiff’s house and masturbated with a pair of her underwear.\footnote{66}{See id. at *5 (emphasis added) (internal quotation marks omitted).} The court explained that a “special relation” exists between a parent and an adult child when the parent either “has accepted such responsibility in a legally recognized way, such as a guardianship, or \textit{in a situation where an adult child’s dependence and the parent’s overt acceptance of responsibility for the adult child establish a de facto guardianship}.”\footnote{67}{See id.}

In determining whether there was a de facto guardianship, the court considered whether the perpetrator posed a risk to others; whether the parents were aware of the perpetrator’s mental condition and the risk he posed to others; and whether the parents accepted responsibility for their son-perpetrator’s actions and took charge of him.\footnote{68}{See id.} In finding that the parents were aware of their son’s mental condition and posed a risk to others, the court highlighted that the parents knew their son was “not right,” had violent criminal convictions including for a sexual battery on a blind woman and domestic violence, and was drawing Social Security benefits for his mental illness since his illness prevented him from working.\footnote{69}{See id. at *5–6.} Additionally, the parents were aware their son posed a risk to others be-
cause they adopted his son (their grandson) and raised him in their residence upstairs to protect the grandson from their son, who lived downstairs in the basement.70

The court held there was sufficient evidence for a jury to determine whether the parents assumed responsibility for the perpetrator and took charge of him.71 That included evidence that the parents bailed the child out of jail; attended his court hearings; paid for his legal expenses and vasectomy; confiscated the perpetrator’s keys to prevent him from leaving the house late at night; drove him to see a counselor; monitored him closely by restricting him from leaving their property; beat the perpetrator for masturbating in the neighbor’s house; and, after the first masturbation incident, told the plaintiff-victim to contact them if she had any additional problems with their son.72 The court noted that all of this evidence not only was sufficient for a jury to conclude that the defendant-parents owed a duty to the plaintiff neighbor, but that they breached the duty, and the breach was the proximate cause of the neighbor’s rape.73

Finally, in Smith v. Freund,74 a California appellate court found that a special relationship existed between a nineteen-year-old mentally disturbed man and his parents, but ultimately decided the parents owed no special relationship-based duty to the victims because their son’s criminal act was unforeseeable.75 In Smith, the plaintiffs alleged that the parents negligently supervised their nineteen-year-old son, who shot and killed their immediate family members.76 At the time of the shootings, the adult son lived with his parents, and they were aware he had been diagnosed with a major depressive disorder with psychotic features, Asperger’s Syndrome, and attention deficit disorder.77 In the past, the son had flown into violent rages and attacked his parents.78 The plaintiffs argued the parents had a special relationship with their son, notwithstanding that he was an adult, because he “was autistic and lived with his parents in the same way as a minor child,” and thus they had the ability to control and monitor him.79 The appellate court agreed, reiterating that a defendant has a duty to take affirmative action for the protection of another if a special relationship exists between the defendant and the person whose conduct needs to be controlled.80 Most importantly, the court held that a “parent and child is one such special relationship,” and “[a]nother special

70. See id. at *1.
71. See id. at *6.
72. See id. at *6–8.
73. See id. at *8.
74. 121 Cal. Rptr. 3d 427 (Ct. App. 2011).
75. See id. at 429.
76. See id.
77. See id. at 429–30.
78. See id. at 430.
79. See id. at 432 n.3 (internal quotation marks omitted).
80. See id. at 432.
relationship ensues when a party takes charge of a third person whom he or she knows or should know to be likely to cause bodily harm to others if not controlled,"81 apparently relying on Sections 316 and 319 of the Restatement (Second) of Torts.

A synthesis of the above-referenced cases demonstrates that courts are willing to find a special relationship between a parent and their adult child based upon a de facto guardianship where three factors coalesce: (1) the parents knew, or should have known, their adult child had significant mental health issues and posed a risk to others; (2) the child resided with his parents; and (3) the parents acted as if they believed they had the ability to control the child.82 This proposed test is consistent with Section 316 of the Restatement (Second) of Torts. Knowing that the child has significant mental health issues addresses Section 316’s parental liability criterion requiring the parent to know of the need to control the adult child. Residing with the adult child is at least prima facie evidence that the parent had the ability and opportunity to control the child.

II. Establishing a Special Relationship Between Parents and Adult Children in Mass Shooting Cases

Having clarified the standard for determining whether a special relationship exists between parents and an adult child, it is necessary to see if it is a workable test that does not lead to absurd results. As demonstrated by the real-life illustrations that follow, the test is workable.

A. Application of Special Relationship Test to Nancy Lanza

Utilizing the test in Nancy Lanza’s case proves that the special relationship test above is useful; it yields a finding that a special relationship existed between Nancy and her son—a result that is not only reasonable, but instinctively feels correct.

The first requirement of the test, that the parent knows or has reason to know their child has significant mental health issues and poses a security risk, is satisfied. Nancy knew Adam had a long history of mental health problems. At age six, Adam was diagnosed with sensory integration disorder, a condition that makes one overly sensitive to stimuli in the environment and that made him dislike being touched and around many people.83 By age thirteen, a psychiatrist diagnosed Adam with Asperger’s

81. See id. (internal quotation marks omitted).
82. See Silberstein v. Cordie, 474 N.W.2d 850, 855–56 (Minn. Ct. App.), rev. granted in part, cause remanded by 477 N.W.2d 713 (Minn. 1991); see also Todd v. Dow, 23 Cal. Rptr. 2d 490, 493–94 (Ct. App. 1993) (holding there was no special relationship between parents and their adult son absent any facts showing they had ability to control him); cf. Thorne v. Ramirez, 346 So. 2d 121, 122 (Fla. Dist. Ct. App. 1977) (suggesting that, had plaintiff alleged defendant-parents’ child was “dependent, insane or mentally deficient,” plaintiff’s complaint against parents for child’s intentional tort may have alleged sustainable cause of action).
83. See Lewis, supra note 2, at 334–35.
Syndrome, a high-functioning form of autism resulting in unusual social awkwardness. While neither one of these conditions have been linked to violence, Adam displayed other disturbing behavior over the years that would be disconcerting to most parents. For example, in the fifth grade, Adam wrote a document entitled the “Big Book of Granny,” wherein the main character had a gun in her cane and shot people, including children. In the seventh grade, Adam’s writing assignments contained descriptions of battles and war far more than others his age, and “[t]he level of violence in the writing was disturbing.” Additionally, a month before the shootings in November of 2012, Adam’s mother confided in a friend that she was worried about Adam because he had not left the house in three months, even refusing to go to a hotel with her when Hurricane Sandy caused a power outage in their home.

Those who knew Adam described him as a “shut-in who rarely left home and played military-style video games.” Additionally, Adam would only communicate with his mother through email, even though they resided in the same household. Adam also had been estranged from his father and only brother—one of many indicators he had some mental health issues. Medical doctors found that Adam “lacked empathy and had very rigid thought processes.” For instance, shortly before Adam killed his mother and the children at Sandy Hook, he told his mother that he would not care if she had passed away. The most compelling evidence that Nancy Lanza knew, or had reason to know, that her son was mentally ill and dangerous was the fact that she had completed paperwork to have Adam involuntarily committed to a mental health treatment facil-

84. See id.; see also Flegenheimer & Somaiya, supra note 13.
86. See SEDENSKY, supra note 10, at 33 (internal quotation marks omitted).
87. See id. at 34.
90. See SEDENSKY, supra note 10, at 28; Christoffersen, supra note 88.
91. See SEDENSKY, supra note 10, at 3, 29–30 (noting Adam’s brother, who was four years older, had not had contact with Adam since 2010, despite attempts to reach him, and Adam’s father had not seen him since 2010, despite the father’s invitations for Adam to join him for various activities).
92. See id. at 34.
93. See id. at 30.
Since an involuntary civil commitment in Connecticut requires a finding that a person is mentally ill and poses a danger to themselves or others, one may conclude that Nancy had to believe Adam would harm himself or someone else. Indeed, a week before the Sandy Hook tragedy, Nancy told an acquaintance, "I’m worried I’m losing him," referencing his illness.

The second and third requirements for finding a special relationship between a parent and their emancipated offspring—that the adult child resides with his parent and the parent believes he or she has the ability to control the child—are also satisfied in this case. Adam lived at home with his mother at the time of his shooting spree. In fact, Adam’s mother indicated that she did not work because of Adam’s mental condition and apparently devoted her life to caring for him. Like the mother in Silberstein, Nancy assumed responsibility for his day-to-day care by washing his clothes daily, cooking for him, shopping for him, and taking care of him as if he were a minor child, even though he was an adult. Nancy’s care of her son is distinguishable from a situation where a parent cares for an adult child out of the goodness of their heart. Nancy provided for all of Adam’s needs because he was incapable of caring for himself due to his mental issues. For example, she purchased a car for Adam that was registered in her name only. One can infer from the fact that she owned the car that she could have taken it away from Adam at any time, for example, taking his keys away or disabling the vehicle.

Additionally, because Adam did not work, he was wholly dependent on Nancy for food and his daily needs just like a minor child. Adam’s mother had the ability to and, in fact, did control Adam’s environment. Persons hired to work on the Lanzas’ home reported that Adam’s mother never let them in the house, instructed them not to ring the doorbell, and

94. See Winter, supra note 14.
95. CONN. GEN. STAT. ANN. § 17a-502 (West 2015) (permitting psychiatric commitment under an “emergency certificate” if physician determines person has “psychiatric disabilities” and poses danger to himself or others).
97. See Sedensky, supra note 10, at 28 (noting that only Nancy and her son had resided in their family home for extended time prior to shootings on December 14, 2012).
98. See id. at 30.
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advised them to make prior arrangements for using power equipment because Adam had problems with loud noises.102 In fact, a number of people who knew the mother for years had neither been inside her home nor met Adam.103

In sum, the overwhelming evidence demonstrates that this was not a case of a parent simply providing for their child financially; rather, Adam’s mother had assumed responsibility and charge over Adam. Accordingly, a court could easily conclude a relationship between a parent(s) or child like the Lanzas’ would meet the special relationship test formulated in Part I(D) for parental liability for adult children.

B. Application of Special Relationship Test to Jared Loughner’s Parents

Likewise, the aforementioned special relationship test could lead a court to reasonably conclude that Jared Loughner and his parents, Randy and Amy Loughner, had a “special relationship” for purposes of establishing the first element of negligence—a duty.104 Jared is the twenty-two-year-old who shot United States Congresswoman Gabrielle Giffords in the head and then fired at seventeen others who were waiting to meet Giffords outside a grocery store in Tucson, Arizona on January 8, 2011.105

Prior to his shooting spree, Jared’s parents knew he had significant mental health issues and posed a risk of violence to the public. In the months leading up to the shootings, Jared was clearly unraveling. While attending Pima Community College, he would make inappropriate outbursts during class, including remarks about “blowing up babies” and asking the professor if he believed in mind control.106 He would repeatedly utter nonsensical statements such as, “How can you deny math instead of accepting it.”107 Jared also was contacted five times by the police for disruptive behavior on campus.108 Jared posted a disturbing video on YouTube showing him walking around the campus at night with a video camera threatening to torture students and calling his college a “genocide

102. See Sedensky, supra note 10, at 31.
103. See id.
106. See Lewis, supra note 2, at 332 (internal quotation marks omitted).
107. See id. (internal quotation marks omitted).
108. See id.
school.” Pima Community College then notified Jared’s parents of what he had done and that he was suspended from school, warning that Jared had mental health issues and may be dangerous and that Jared could not return to school until he had a mental health clearance.

Randy and Amy Loughner also personally observed their son talking to himself and displaying other strange behavior like refusing to communicate with them and making worrisome noises. Randy found some of Jared’s journals that were written in script that was “indecipherable.” Jared’s parents indicated by their actions that they believed Jared was dangerous; for example, they confiscated the only gun they believed he had and disabled his car every night to keep him home. Additionally, both of Jared’s parents pleaded with him to get help, but Jared refused, and his parents never had Jared psychologically evaluated. In light of these facts, it is clear that the Loughners knew their son had significant mental health issues and was potentially dangerous; thus, the first criterion of the special relationship test is met. The second requirement that the adult child live with his parents is clearly satisfied because Jared resided with his parents.

The third criterion—that the parents believed they had the ability to control Jared—is a closer call. On one hand, Amy and Randy acted as if they believed they had the ability to control their son by routinely disabling his car and taking away his shotgun after he started acting erratic.

111. See Wagner, supra note 110.
114. See id.; Hutchison & ABC News Med. Unit, supra note 110; Wagner, supra note 110.
116. See id.
forgot to disable the car. Additionally, on the day of the shooting, Jared tried to leave the house with a black bag, and when his parents asked what was in the bag, Jared bolted out the door. Jared’s father chased him down the street on foot but, unfortunately, could not catch him. The father then jumped in his car to follow Jared and Jared ran off into the desert. Apparently, the bag contained a gun Jared had legally purchased on November 30, 2010, unbeknown to his parents. Jared then caught a cab to the grocery store where he shot Congresswoman Giffords and seventeen others.

While some could argue that Jared’s parents’ inability to stop him from leaving the house on the day of the murders shows that they did not have the ability to control him, the test requires only that the parents believe they have the ability to control their adult offspring; it does not require the ability to control in actuality. On the other hand, Jared’s parents stated that during this time period they could not have a rational conversation with Jared, who had stopped speaking with them. They also reported to investigators “they had lost control of their son long before the shootings.” At times, Jared would leave the Loughners’ home and check-in at a hotel, and they would go looking for him and bring him home. Thus, a court could come out either way on whether a special relationship existed in this case.

C. Applying Special Relationship Test to Elliot Rodgers’s Parents

In contrast to the Lanza and Loughner cases, the special relationship test articulated in Part I(D) of this Article would lead a court to conclude that no special relationship existed between Elliot Rodgers and his parents. Elliot is the twenty-two-year-old community college student who, in May of 2014, stabbed his three roommates to death and then randomly shot and killed three other college students from his BMW in Santa Barbara, California. A month before Elliot’s heinous acts, his mother saw

118. See Martinez & Carter, supra note 109.
119. See Wagner, supra note 110.
120. See id.
121. See Steller, supra note 109.
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some disturbing videos he had posted on YouTube and alerted one of her son’s mental health counselors.125 The mental health counselor notified the police, who went to Elliot’s doorstep to check on him, but ultimately took no action because Elliot presented himself as a well-mannered young man who posed no risk for violence.126 As Elliot divulged in his 140-page manifesto, which was found after the killings, if the police searched his room, they would have uncovered a cache of firearms and his murderous plot.127 In fact, hours before Elliot committed his shooting spree, he emailed his manifesto about committing a deadly rampage “to a couple of dozen people, including his parents” and one of his therapists.128 Upon receiving this manifesto, Elliot’s mother promptly called the authorities and raced to Santa Barbara with her husband to stop Elliot but, unfortunately, arrived too late.129

While under these facts, Elliot’s parents knew he had significant mental health issues and had reason to believe he may harm someone due to his Internet postings, the second and third criterion of the special relationship test are not met. Elliot did not live with his parents, and there was no evidence that they acted in a manner that would cause one to believe they had the ability to control him. In fact, the evidence points to the contrary: when they learned of his inflammatory internet postings, they did not try and handle the matter alone but contacted the authorities. Moreover, they did not assume responsibility for Elliot’s day-to-day care, as he was taking care of himself and living independently in his own apartment hours away.130 Therefore, no special relationship was established, and thus no duty to warn or protect others arose in this case nor could arise in others like it.

In sum, the special relationship test formulated in the Part I(D) is workable. Its application will only yield findings of a special relationship between a parent and their adult child when the parent has assumed de facto guardianship of their adult offspring by taking full responsibility for that child, allowing the child to reside with them, and trying to control their behavior. Establishing a special relationship, however, does not end the duty inquiry. It is only a prerequisite for finding a special relationship-based duty. Should a court recognize a special relationship in the context of a mass shooting case, the next inquiry is whether the majority of policy
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considerations weigh in favor of recognizing a duty, which is addressed in Part III.

III. OVERVIEW OF PARENTAL NEGLIGENCE AND ESTABLISHING A DUTY TO PROTECT OR WARN

A. The Negligence Cause of Action and Its Pitfalls

To establish parental negligence, the plaintiff must prove that: (1) the parents owed a duty to the plaintiff; (2) the parents breached that duty; and (3) the parents’ breach caused the plaintiff’s injury.\(^{131}\) While this formula seems rather straightforward to apply, it is fraught with difficulties, particularly the first and third elements.\(^{132}\)

The first element of parental negligence—duty—can be problematic; it is essentially a policy and moral question concerning how far parental liability should reasonably extend, which varies from court to court and is constantly evolving over time, hampering the ability to predict, with any certainty, how a court will resolve a future similar case.\(^{133}\) This fluctuation, however, is not necessarily a negative when it comes to negligence in the context of mass murder, which is a relatively new phenomenon. Additionally, the duty analysis in the third-party criminal act context is complicated because it is partially dependent upon whether the third party’s criminal act was foreseeable, and in the majority of mass shooting cases, the perpetrators had no prior history of shooting violence, making their sudden criminal attack arguably capricious.\(^{134}\) Further adding to the con-


\(^{132}\) See Andrew J. McClurg, Armed and Dangerous: Tort Liability for the Negligent Storage of Firearms, 32 Conn. L. Rev. 1189, 1226 (2000) (“Virtually all cases involving negligence liability for criminal attacks, including those involving negligent firearm storage, purport to turn on the elements of ‘duty’ and ‘proximate cause’ along with their damnable, murky companion, ‘foreseeability.’ Duty and proximate cause have long been sources of confusion for law students and lawyers alike, who search in vein for concrete rules on which to base such determinations.” (footnote omitted)).
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\(^{134}\) See Rhonda V. Magee Andrews, The Justice of Parental Accountability: Hypothetical Disinterested Citizens and Real Victims’ Voices in the Debate over Expanded Parental Liability, 75 Temp. L. Rev. 375, 389 (2002); see also W. Jonathan Cardi, Purging Foreseeability, 58 Vand. L. Rev. 739, 740–41 (2005) (noting foreseeability determination in negligence is problematic for two reasons: (1) it leads to inconsistency in judicial outcomes and (2) it usurps the role of the jury in deciding whether the defendant’s conduct was reasonable).
volution of the duty analysis in the case of a mass shooting is the fact that
the law has been reluctant to hold parents responsible for the violent acts
of their minor children.135 If the law is hesitant to hold parents liable for
the violent criminal acts of their minor children, will courts be even more
reticent to hold parents responsible for the violent acts of their legally
evacipated offspring, who are often the offenders in mass shootings?

The third element of negligence—causation—has also been a source
of puzzlement. Tort experts have long opined “[t]here is perhaps nothing
in the entire field of law which has called forth more disagreement, or
upon which the opinions are in such a wether of confusion.”136 Part of the
confusion stems from the fact that a foreseeability determination must also
be made at this stage of the negligence analysis, and some courts use duty-
foreseeability cases to make causation-foreseeability determinations.137
The foreseeability consideration for causation is different from the one
used to determine whether the law should recognize a duty, however. As
one scholar has noted, “[w]hile duty employs a forward-looking foresee-
ability analysis, proximate cause employs a backward-looking foreseeability
analysis.”138 In other words, when considering foreseeability in the duty
analysis, the question is whether it was generally foreseeable that the harm—or, in the third-party criminal act context, the third party’s crimi-
nal act—would occur. This requires foresight. When considering foresee-
ability for the purposes of determining proximate cause, however, the
relevant inquiry is whether, looking back in hindsight at what actually oc-
curred, was it foreseeable that the precise harm that occurred would hap-
pen, i.e., was the injury or mass shooting a natural and probable con-
sequence of the defendant’s breach of duty?139 Thus, foreseeability in
the causation-element analysis is more specific, whereas the foresight de-
termination in the duty analysis is more general.140 The concept of fore-
seeability also appears in the analysis for the second element, breach of

135. See Porter, supra note 17, at 535 (observing “common law courts have
resisted exposing parents to civil liability” and “it remains the rare case that sur-
vives summary judgment or a motion to strike”).

136. See William L. Prosser, Handbook of the Law of Torts § 41, at 236

137. See Deborah J. La Fetra, A Moving Target: Property Owners’ Duty to Prevent
“frequently use duty-foreseeability cases as precedent to support causation-foresee-
ability holdings and vice versa”).

138. Rory Bahadur, Almost a Century and Three Restatements After Green It’s Time
To Admit and Remedy the Nonsense of Negligence, 38 N. Ky. L. Rev. 61, 86 (2011).

139. See id. at 87; see also McKown v. Simon Prop. Grp., Inc., 344 P.3d 661, 665
(Wash. 2015) (en banc) (explaining foreseeability of harm determination in causa-
tion element analysis limits scope of defendant’s duty and asks “whether the harm
sustained is reasonably perceived as being within the general field of danger cov-
ered by the duty owed by the defendant”).

140. See Bahadur, supra note 138, at 87.
duty, and this overlap also adds to the perplexity of the negligence analysis.141

Notwithstanding the complexities of the negligence analysis, the rest of this Article will demonstrate that by employing general negligence principles, there are some instances where a plaintiff should be able to prove that a parent’s conduct or failure to act is clearly unreasonable and negligent under common law negligence principles in mass shooting cases. There will be other cases where the parents’ conduct or failure to act was certainly reasonable and no liability should attach. Finally, some parental conduct or omissions will fall squarely in the middle of the spectrum and should be left for a jury to decide.

**B. Proving a Duty Should Be Recognized in Mass Murder Cases**

It is axiomatic that

[r]egardless of how morally, ethically or socially deplorable a defendant’s conduct may be viewed by other constituencies, in the eyes of the law, the defendant may not be held to answer in negligence unless and until the court determines, as a matter of law, that the defendant owed a duty of care to the plaintiff.142

A “duty” is an “obligation, recognized by the law, requiring the person to conform to a certain standard of conduct, for the protection of others against unreasonable risks.”143 Thus, the first issue that must be addressed is whether the parent of an emancipated, mentally ill child has a duty to prevent that adult child from committing a mass shooting. More specifically, does the parent have a duty to supervise or control that child’s behavior so that they do not have access to firearms, and if they cannot control the child, do they have a duty to warn the proper authorities (the police, the court, or mental health professionals) so they can attempt to contain the child or prevent them from harming the public?

Whether a duty exists is a threshold question of law that is decided by the court.144 In fact, many negligence cases fail because of the court’s

141. Accord id. at 62–64 (describing confusion over foreseeability determination that is part of test for three negligence elements—duty, breach, and proximate cause—and various ways courts have tried to distinguish the determinations by using differentiating terms like specific foreseeability vs. general foreseeability and forward-looking foreseeability vs. backward-looking foreseeability); Cardi, supra note 134, at 743 (noting that courts rely upon some form of foreseeability determination in ascertaining whether duty, breach, and proximate cause elements of negligence are satisfied).


finding that there was no duty to act, either because there was no special relationship or the third party’s criminal conduct was unforeseeable. As previously explained, a court can find a special relationship between an adult mass shooter and his parents if the criteria specified in Part I(D) are met.

“Courts will generally find a duty where reasonable persons would recognize and agree that it exists,” and it is well established that “[e]very one owes to the world at large the duty of refraining from those acts that may unreasonably threaten the safety of others.” But remember, parental liability is generally not premised on negligent acts affirmatively committed by the parents themselves, but rather on their failure to prevent malevolent acts by their children. Thus, how the duty issue is analyzed depends upon whether the plaintiff is alleging misfeasance or nonfeasance.

1. Nonfeasance vs. Misfeasance

Nonfeasance refers to when a defendant fails to act for the protection of others, whereas misfeasance is “active misconduct working positive injury to others.” Classic examples of nonfeasance in the third-party, criminal attacker context are the defendant’s failure to (1) control the criminal attacker; (2) warn identifiable potential victims or the proper authorities of the assailant’s dangerousness; or (3) take measures to protect the victims from the third-party attacker. An example of misfeasance that could arise in the context of a mass shooting would be that the parent acted negligently by entrusting a dangerous instrumentality to a known mentally ill person.

145. See Bahadur, supra note 138, at 69–70 (observing that judges play important role in negligence cases “as gatekeepers or screeners of negligence actions” because “[i]f the court determines that no duty of care is owed to the plaintiff or that no duty of care exists, then the court may dismiss the action as a matter of law”).


152. See RESTATEMENT (SECOND) OF TORTS § 302B cmt. e, illus. 11 (1965) (listing negligent entrustment of firearms to minors as one situation where defendant can be responsible for third party’s criminal act because his affirmative act—misfeasance—created the risk of harm).
Obviously, claims of misfeasance are easier to prove and will fare far better than nonfeasance allegations, because misfeasance actually involves wrongdoing on the parents’ parts.\footnote{153} For example, in the case of Nancy Lanza, it would be easier to make a case that she negligently stored her firearms or entrusted them to her son, whom she knew was severely mentally ill, than to establish that she was negligent for failing to supervise or control him.\footnote{154} This is especially true because in negligent entrustment and other misfeasance cases, the plaintiff does not have to establish a special relationship between the parent and third-party criminal actor, since the gravamen of a misfeasance complaint is not based upon the third party’s criminal act, but rather the parent’s own affirmative act that created an unreasonable risk of harm.\footnote{155} Indeed, it could be argued that giving a mentally ill person a firearm is negligence per se in light of federal and state laws prohibiting the transfer of firearms to mentally unstable persons.\footnote{156} Accordingly, where possible, a plaintiff should frame the parents’ duty as a question of misfeasance to increase their odds of success.

\footnote{153. See John M. Adler, Relying Upon the Reasonableness of Strangers: Some Observations About the Current State of Common Law Affirmative Duties to Aid or Protect Others, 1991 Wis. L. Rev. 867, 872–73 (noting if defendant’s behavior is characterized as nonfeasance, in most cases courts will find no duty); Brian D. Bender, Case Note, Torts: The Failings of the Misfeasance/Nonfeasance Distinction and the Special Relationship Requirement in the Criminal Acts of Third Persons—State v. Back, 37 Wm. Mitchell L. Rev. 390, 391–92 (2010) (acknowledging that “[i]f the defendant’s act is characterized as misfeasance, a duty generally attaches to prevent the harm caused by those actions[,]” but “[i]f the defendant’s act is characterized as nonfeasance, there is typically no duty to prevent the harm caused by the third person absent some special relationship”)
}

\footnote{154. Courts have no problem finding that homeowners have a duty to not entrust an inherently dangerous instrumentality like a gun to a mentally disturbed individual or to safely store such a dangerous instrumentality in a home where a mentally ill individual has access. See e.g., Jupin v. Kask, 849 N.E.2d 829, 832–33 (Mass. 2006) (holding that “a homeowner who permits guns to be stored on her property and allows unsupervised access to that property by a person known by her to have a history of violence and mental instability, has a duty of reasonable care to ensure that the guns are properly secured,” and that it was foreseeable that her live-in boyfriend’s mentally ill son could take one of the guns and shoot someone, including a police officer). “[N]early every state has [recognized] some form of the negligent entrustment doctrine.” See Andrew D. Holder, Comment, Negligent Entrustment: The Wrong Solution to the Serious Problem of Illegal Gun Sales in Kansas [Shirley v. Glass, 241 P.3d 134 (Kan. Ct. App. 2010)], 50 Washburn L.J. 743, 747 (2011).
}

\footnote{155. See Bender, supra note 153, at 396 (stating “courts will generally hold a person accountable for their misfeasance . . . . [because] [t]his accountability generally does not depend on whether that harm arises from an act—criminal or otherwise—of a third person[,]” and that Minnesota requires plaintiff to show special relationship only in nonfeasance cases); see also Price v. E. I. DuPont de Nemours & Co., 26 A.3d 162, 170 (Del. 2011) (recognizing that “[i]n cases of nonfeasance, no duty of care exists between the parties unless a ‘special relationship’ between them gives rise to one”).
}

\footnote{156. See, e.g., Martin v. Schroeder, 105 P.3d 577, 583 (Ariz. Ct. App. 2005) (recognizing that parents violated 18 U.S.C. § 922(d) by buying a gun for their adult, eighteen-year-old son whom they knew was a drug abuser and thus commit-}
Additionally, it should be noted that whether a policy consideration weighs in favor of recognizing a duty depends on the particular duty the plaintiff alleges the defendant owed to them and the specific facts of the case. For instance, the duty-policy analysis in a case alleging that parents were negligent for failing to have their child involuntarily committed to a mental institution will be quite different than one alleging the parent was negligent for failing to properly supervise their offspring to prevent him from accessing a gun, the former being much more difficult to prove because of the competing policy considerations concerned—the need to protect the public versus the mentally ill individual’s freedom. Thus, it would be better to cast the duty in, broader terms—such as the duty to supervise or control the third-party attacker—than a more specific allegation—such as the defendant parents had a duty to have their emancipated offspring involuntarily committed.

Although nonfeasance duties are harder to prove than misfeasance duties, it does not follow that plaintiffs cannot successfully establish nonfeasance negligence cases against parents. Because most parental liability cases involving mass shooters will probably also involve negligence allegations based upon nonfeasance, this Section will primarily focus on the nonfeasance duties of parents’ failure to control, protect, or warn.

2. Duty-Policy Considerations

As previously explained, in order for courts to find a special relationship-based duty to prevent a mass shooting under a nonfeasance theory, a plaintiff has to prove more than the existence of a special relationship between the parents and their emancipated offspring; they must also establish that a myriad of policy considerations weigh in favor of recognizing a duty.157 The policy concerns that have been considered include (1) the reasonable foreseeability of the injury; (2) the degree of certainty that the plaintiff suffered injury; (3) the closeness of the connection between the defendant’s conduct and the injury suffered; (4) the moral blame attached negligence per se); West v. MacHe of Cochran, Inc., 370 S.E.2d 169, 173 (Ga. Ct. App. 1988) (holding licensed firearms dealer committed negligence per se by knowingly selling firearm to mentally ill individual, in violation of federal and state law); Rubin v. Johnson, 550 N.E.2d 324, 330–31 (Ind. Ct. App. 1990) (holding there was sufficient evidence that pawn shop owner violated state statute prohibiting sale or transfer of a firearm to person of “unsound mind” and thus committed negligence per se). To establish negligence per se, you have to show (1) a violation of a statute; (2) the statute was intended to protect the class of people to which the plaintiff belongs; and (3) the statute was designed to prevent the type of harm that occurred. See Rubin, 550 N.E.2d at 329. It should be noted that a finding of negligence per se is not necessarily a finding of liability per se; the plaintiff must still prove that the defendant’s negligence caused the harm. See Williams ex rel. Raymond v. Wal-Mart Stores E., L.P., 99 So. 3d 112, 116–17 (Miss. 2012).

tached to the defendant’s conduct; (5) the policy of preventing future harm; (6) the extent of the burden to the defendant to prevent the harm; (7) the consequences to the community of imposing a duty to exercise care with resulting liability for breach; and (8) the availability, cost, and prevalence of insurance for the risk involved.\textsuperscript{158} All of these policy factors will be addressed below. Because foreseeability is the most important policy consideration in the duty analysis in the majority of jurisdictions,\textsuperscript{159} it will be addressed first, separate from the other policy concerns.

a. Foreseeability of Mass Murders

It is well settled that for an act to be foreseeable for purposes of the duty analysis, the third party’s criminal conduct must be reasonably anticipated,\textsuperscript{160} thereby excluding remote and unexpected events from the realm of foreseeability.\textsuperscript{161} Courts disagree, however, over what test should be applied to determine whether the defendant should have foreseen the third party’s conduct.

Some jurisdictions have found that the third party had to have committed a “similar” prior criminal act for the defendant to foresee a criminal act could occur again, but nevertheless treat similar prior criminal acts as if they must be identical.\textsuperscript{162} In these jurisdictions, it will be impossible

\textsuperscript{158} These policy concerns were originally enunciated by the California Supreme Court in \textit{Rowland v. Christian}, and many courts have subsequently adopted some or all of the \textit{Rowland} policy concerns in its duty analysis. \textit{See}, e.g., \textit{Marshall v. Burger King Corp.}, 856 N.E.2d 1048, 1057 (Ill. 2006); \textit{Rodriguez v. Spencer}, 902 S.W.2d 37, 43 (Tex. Ct. App. 1995); \textit{see also Tory A. Weigand, Duty, Causation and Palsgraf: Massachusetts and the Restatement (Third) of Torts}, 96 Mass. L. Rev. 55, 57–58 (2015) (reporting recent survey that revealed most states (1) utilize multi-policy test to make duty determinations and (2) include foreseeability in that multi-factor policy duty assessment).

\textsuperscript{159} \textit{See Weigand, supra} note 158, at 58 (observing most jurisdictions include foreseeability in their duty analysis and leave duty-foreseeability determination for jury to decide); \textit{Benjamin C. Zipursky, Foreseeability in Breach, Duty, and Proximate Cause}, 44 Wake Forest L. Rev. 1247, 1260 (2009) (noting foreseeability plays significant role in duty analysis in forty-seven states); \textit{see also Tarasoff v. Regents of Univ. of Cal.}, 551 P.2d 334, 342 (Cal. 1976) (observing “most important” policy consideration in establishing whether duty exists is foreseeability); \textit{Margaret W. v. Kelley R.}, 42 Cal. Rptr. 3d 519, 530 (Ct. App. 2006) (recognizing that in determining defendant’s liability in third-party criminal conduct cases, foreseeability is crucial factor); \textit{Romero v. Giant Stop-n-Go, Inc.}, 212 P.3d 408, 410 (N.M. Ct. App. 2009) (reiterating “[f]oreseeability is a critical and essential component of New Mexico’s duty analysis because no one is bound to guard against or take measures to avert that which he or she would not reasonably anticipate as likely to happen” (alteration in original) (internal quotation marks omitted))).


\textsuperscript{161} \textit{See Lopez v. McDonald’s Corp.}, 238 Cal. Rptr. 436, 444 (Ct. App. 1987).

\textsuperscript{162} \textit{See Trammell Crow Cent. Tex. Ltd. v. Gutierrez}, 267 S.W.3d 9, 11, 12, 17 (Tex. 2008) (stating that foreseeability of criminal acts of third party on one’s property is established by evidence of “specific previous crimes on or near the
to establish that an adult child’s mass shooting was foreseeable because, as previously mentioned, the typical mass shooter has no prior criminal history, and in the event they had committed a mass murder before, they may have already been incarcerated, serving a life sentence, or sitting on death row, consequently unable to commit the mass shooting at issue.

Other states have concluded that for an act to be foreseeable, it has to be of the same general character of the past event or harm, and they apply a totality of the circumstances test—which includes considerations such as the proximity of, frequency of, and publicity surrounding prior similar incidents—to determine whether the act is of the same general character.163 In these jurisdictions, it will also be virtually impossible to show a mass shooting is foreseeable because rarely, if ever, does a mass shooting occur at the same locale. And while the occurrence of mass shootings overall nationwide may have increased, the frequency of mass shootings in particular areas has not.

A few jurisdictions, like California and Tennessee, treat foreseeability as a flexible, fluid concept and employ a balancing test that weighs the foreseeability and gravity of the harm against the burden of preventing the harm.164 In these jurisdictions, if the burden of preventing the harm is great—such as hiring security guards to prevent criminal activity on a property—a heightened degree of foreseeability is required.165 Conversely, if the burden of preventing harm is minimal—such as placing a telephone call to 911 during an ongoing criminal attack—then a lesser degree of foreseeability is required because, for example, it does not take much foresight for a defendant who is witnessing a fistfight to know someone will be seriously injured when the defendant also knows one of the participants has a knife.166

Depending upon the duty alleged and the facts of the case, applying this more flexible foreseeability test will make it easier to determine

---

163. See Glenda K. Harnad, Effect of Foreseeability, 53 Tex. JUR. 3d NEGLIGENCE § 59 (3d ed. & Supp. 2015); Saxe, supra note 144, at 527–30 (acknowledging foreseeability may be based upon prior similar conduct or totality of circumstances).

164. See Delgado v. Trax Bar & Grill: Determining the Scope of the Prior Similar Incidents Test in Terms of Efficient Resource Allocation, 39 U.S.F. L. Rev. 499, 505 (2005) (noting that in premises liability cases, “[s]ome jurisdictions interpreted the prior similar incidents test to require prior ‘identical’ incidents . . . [and] imposed a duty on a landowner only where there was evidence of a prior incident of the same crime occurring in approximately the same manner”).

165. See Delgado, 113 P.3d at 1166–69.

166. See Morris v. De la Torre, 113 P.3d 1182, 1184, 1189 (Cal. 2005).
whether a mass shooting was foreseeable. For instance, if it is alleged that the defendant had a duty to supervise the adult child to prevent a mass shooting, the degree of foreseeability will be high and more difficult to meet. If the alleged duty is a duty to call the police when a known-to-be mentally ill child runs out the door with a gun or plans a mass murder, the degree of foreseeability required is low because the burden on the parents is minimal. Thus, the foreseeability requirement will be easier to satisfy in the latter case and others like it.

The foreseeability test will be easiest to satisfy in jurisdictions that also require lesser foreseeability when there are strong policy reasons for preventing the harm. For example, in Juarez v. Boy Scouts of America, Inc., a California appellate court found that it was foreseeable that a child would fall victim to a sexual predator who was serving as an adult scoutmaster in the Boy Scouts, irrespective of the fact that the troop leader had no prior documented instances of sexual molestation. In reaching this conclusion, the court emphasized that based upon legal commentary, reported cases, and books, the Boy Scouts organization had to have known the possibility existed that pedophiles would be attracted to the Boy Scouts organization because working there would give them legitimate access to young children.

Additionally, the court pointed to a much earlier California case that found sexual assault by unknown third parties against young children was foreseeable because “[i]t is certain that there exists in our civilization the constant possibility that persons suffering from a lack of proper mental balance or normal decency might subject young people to sexual molestation.” In that earlier case, the court stressed that the constant threat of sexual abuse against children abounded, as illustrated by frequent newspaper accounts of sexual crimes against children, the many litigated criminal cases on the issue, and the legislative enactment of laws to protect children. Most significantly, the court emphasized that “[i]f injury to another . . . is likely enough in the setting of modern life that a reasonably thoughtful [person] would take account of it in guiding practical conduct[,] . . . we must label the injury reasonably foreseeable . . . .” The court further explained that a showing of foreseeability—not the more stringent standard of probability—is what is required to satisfy this aspect of the special relationship-based duty test. Accordingly, the court found that the sexual as-

167. See id.
168. 97 Cal. Rptr. 2d 12 (Ct. App. 2000).
169. See id. at 31.
170. See id. at 30.
171. Id. at 31 (quoting Wallace v. Der-Ohanian, 18 Cal. Rptr. 892, 896 (Ct. App. 1962)) (internal quotation marks omitted).
172. See Wallace, 18 Cal. Rptr. at 896.
173. Juarez, 97 Cal. Rptr. 2d at 30 (second alteration in original) (emphasis added) (internal quotation marks omitted).
174. See id. at 31.
sault was foreseeable, and the Boy Scouts had a duty to take reasonable measures to protect the victim, such as by training the boy scouts on how to handle a sexual predator.\textsuperscript{175}

Applying \textit{Juarez} to the foreseeability of mass shootings in general, and Adam Lanza’s and Jared Loughner’s mass shootings in particular, an argument can easily be made that mass shootings are foreseeable when certain factors exist. First, similar to the sexual assaults in \textit{Juarez}, the possibility of a random mass shooting committed by a mentally unbalanced person who exhibits certain signs has been so well-publicized in literature and the media that it should be reasonably anticipated if someone is acting in the manner described in the next two sentences, they are a candidate for committing a mass murder. For instance, the media has consistently reported that most mass shooters have no prior criminal history of violence, which makes the lack of a criminal record itself a common characteristic of a mass shooter.\textsuperscript{176} Other common characteristics include a person (1) displaying mentally unbalanced behavior to the extent that it causes others around them to be concerned; (2) being anti-social, reclusive, or angry with the world; (3) having an unusual obsession with prior public mass shootings or firearms; and (4) manifesting an intent to kill either in writings, YouTube postings, other social media, or telling a friend or acquaintance of their murderous plot.\textsuperscript{177}

Both Adam Lanza and Jared Loughner displayed most, if not all, of these signs, and thus their parents should have known they were severely mentally ill, potentially dangerous, and capable of shooting someone. As to Adam Lanza, he displayed clear signs of mental illness and was the epitome of a recluse. He had stopped verbally communicating with his mother except through email and refused to leave their home for any reason in the three months leading up to the shootings, even when their electricity went out due to Hurricane Sandy.\textsuperscript{178} These actions, coupled with his lifetime history of mental health issues, should have put his mother on notice that he was not in a healthy mental state and had no business handling a firearm. Adam also had an unusual obsession with mass shootings and guns. After Adam’s killing spree, police found an enormous amount of material on mass shootings and firearms, including a spreadsheet on mass murders listing details about each shooting.\textsuperscript{179} Thus, it was foreseeable that Adam could harm anyone in the general public with a firearm.\textsuperscript{180}

\textsuperscript{175} See \textit{id.}.

\textsuperscript{176} See Weber \& Chang, \textit{supra} note 124 (observing commonalities between recent mass shooters James Holmes, Adam Lanza, and Elliott Rodger—“[a]ll were young loners with no criminal history”).

\textsuperscript{177} See Lewis, \textit{supra} note 2, at 338–39.

\textsuperscript{178} See Sedensky, \textit{supra} note 10, at 28.

\textsuperscript{179} See \textit{id.} at 25–26.

\textsuperscript{180} See Silberstein v. Cordie, 474 N.W.2d 850, 856 (Minn. Ct. App.) (“Significantly, the duty to control, unlike the duty to warn, may arise if there is foreseeable...
Regarding Jared Loughner, there is substantial evidence that his parents also should have reasonably anticipated that he would shoot and kill someone, given his mental instability and potential for violence. Evidence of his mental instability included talking to himself while at the same time refusing to communicate with his parents, making nonsensical rants, and writing incoherent statements in his journal. Additionally, Jared’s parents knew he had been suspended from school for exhibiting mentally unstable behavior, including making an outburst in class about “blowing up babies” and posting a YouTube video showing him prowling around his campus at night with a video camera threatening to torture students. Jared’s college further advised his parents that they believed Jared posed a danger to himself and others and could not return to campus until a mental health professional had determined he was no longer dangerous. Accordingly, it was certainly foreseeable that someone with this mental state could harm someone if they were armed.

Indeed, not only were Adam Lanza’s and Jared Loughner’s mass shootings foreseeable, but their parents’ actions demonstrate that they actually foresaw their sons seriously injuring or murdering someone. As previously mentioned, Adam Lanza’s mother had planned to have him involuntarily committed to a mental health facility shortly before his shooting spree, which indicates she believed he was capable of committing violence because in order to have someone involuntarily committed, you have to believe the person is mentally ill and dangerous. Jared Loughner’s parents obviously believed he was capable of harming the public, as they confiscated the only firearm they believed he owned and disabled his vehicle every night to keep him home. Also, on the morning of Loughner’s shooting rampage, his father tried to see what was in the bag he was carrying, rightfully believing it was a gun, and even chased Jared in an apparent effort to seize him and his belongings, though he was ultimately unsuccessful.

It could be argued, based upon Lopez v. McDonald’s, that mass shootings of random people in general are a remote and unexpected event and thus are unforeseeable. In Lopez, a California court found that a mass harm to a member of the general public.”), rev. granted in part, cause remanded by 477 N.W.2d 713 (Minn. 1991).

181. See Wagner, supra note 110.


184. See Winter, supra note 14, and accompanying text.

185. See John Glenn et al., Persons Subject to Commitment or Confinement, 56 C.J.S Mental Health § 54 (2015) (“A person may not be involuntarily committed to an institution for the mentally ill unless the person is mentally ill and dangerous.”).


187. See Wagner, supra note 110.
murderous assault on McDonald’s patrons and employees that left twenty-one persons dead and eleven others wounded was unforeseeable.\textsuperscript{188} There, survivors and deceased victims’ family members sued McDonald’s for negligence, claiming the company had a duty to protect its patrons from reasonably foreseeable criminal acts of third parties—namely, a mentally disturbed gunman—and that it had breached that duty by not having security personnel to protect the patrons.\textsuperscript{189} The plaintiffs presented evidence the shooting was foreseeable, because that particular McDonald’s was in a high-crime area, and there had been some thefts, robberies, and assaults with a deadly weapon in the vicinity.\textsuperscript{190} The appellate court found that the prior criminal activity at McDonald’s and the immediate surrounding area were predominately theft-related offenses and not the type of shooting massacre that occurred in the instant case. The court further reasoned that a shooting rampage was so remote and unexpected that, as a matter of law, McDonald’s nonfeasance in not providing security guards did not facilitate the shooting’s occurrence.\textsuperscript{191} Further, the court concluded that a mass killing was so unlikely to occur within the setting of modern life that a reasonably prudent business would not consider the possibility of its occurrence in trying to protect its invitees.\textsuperscript{192}

\textit{Lopez} is clearly distinguishable from Adam Lanza’s and Jared Loughner’s case. First, and significantly, the mass shooting in \textit{Lopez} occurred in 1984.\textsuperscript{193} Since then, mass shootings have occurred with much greater frequency; thus, it can no longer be said in 2016 that a mass killing is an unlikely or remote occurrence.\textsuperscript{194} Second, having the foresight that a stranger entering a business would embark on a killing spree is quite different than anticipating someone with whom you live—and whom you know has significant mental health issues and an unusual fascination with firearms, killing, or mass shootings—may be planning a mass murder of their own. Indeed, the law in every jurisdiction reasonably anticipates that a mentally ill person with a firearm might harm someone, which is why every jurisdiction has some variation of a law intended to preclude mentally ill persons from possessing firearms.\textsuperscript{195} Accordingly, not only were Adam Lanza’s and Jared Loughner’s mass killings foreseeable, but it is more generally foreseeable that any mentally ill person acting as they did could commit mass murder.

Even if a court reasoned that a mass shooting was unforeseeable in Adam Lanza’s, Jared Loughner’s, or a future mass shooting case, it does not mean that no duty can be recognized; foreseeability is a dominant

\begin{itemize}
  \item \textsuperscript{188} See \textit{Lopez v. McDonald’s Corp.}, 238 Cal. Rptr. 436, 438 (Ct. App. 1987).
  \item \textsuperscript{189} See \textit{id}.
  \item \textsuperscript{190} See \textit{id}., at 439.
  \item \textsuperscript{191} See \textit{id}., at 445.
  \item \textsuperscript{192} See \textit{id}.
  \item \textsuperscript{193} See \textit{id}., at 438.
  \item \textsuperscript{194} See \textit{id}., at 445.
  \item \textsuperscript{195} See Lewis, \textit{supra} note 2, at 341–48.
\end{itemize}
consideration in the duty-policy analysis, but it is not the *sin qua non*. A court can still find that a duty exists if the majority of other policy considerations weigh in favor of recognizing a duty. Moreover, a minority of jurisdictions have adopted the Restatement (Third) of Torts, which removes foreseeability completely from the duty calculus. This is probably because no special expertise is required to determine whether something is foreseeable, since “deciding what is reasonably foreseeable involves common sense, common experience, and application of the standards and behavioral norms of the community—matters that have long been understood to be uniquely the province of the finder of fact.” Thus, in these jurisdictions, foreseeability will not even be a factor, much less a bar, to the recognition of a duty.

b. Other Policy Considerations

The majority of the remaining policy factors weigh in favor of recognizing a parental duty to supervise or control a mentally ill, adult child residing at home, and if the parents cannot control the child, to warn the proper authorities (the police, the court, or mental health professionals) that their adult child has a firearm, is mentally ill, and may be potentially dangerous. As previously mentioned, the other policy considerations include the degree of certainty that the plaintiff suffered injury; the closeness of the connection between the defendant’s conduct and the injury suffered; the moral blame attached to the defendant’s conduct; the policy of preventing future harm; the extent of the burden to the defendant to prevent the harm; the consequences to the community of imposing a duty to exercise care with resulting liability for breach; and the availability, cost, and prevalence of insurance for the risk involved. Each will be addressed in turn.

i. The Degree of Certainty the Plaintiff Suffered Injury

This policy consideration weighs in favor of recognizing a parental duty to (1) supervise or control mentally ill, adult children residing at home to prevent them from accessing a firearm or (2) warn the proper authorities when they do have a gun or have evidenced an intent to commit a mass murder. Thus, this policy factor without question will always tip in favor of recognizing a parental duty.

---

196. See Harnad, supra note 163, § 59; see also Juarez v. Boy Scouts of Am., Inc., 97 Cal. Rptr. 2d 12, 31 (Ct. App. 2000) (noting “foreseeability is not coterminous with duty”). Thus, it stands to reason a finding of unforeseeability, standing alone, will not automatically mandate a finding of no duty.

197. See Weigand, supra note 158, at 64.


199. See supra note 156 and accompanying text.
ii. The Closeness of the Connection Between the Defendant’s Conduct and the Injury Suffered

Second, there is a close connection between the defendant’s conduct of (1) failing to supervise or control an adult, mentally ill child residing with them or (2) warning the proper authorities of a mentally disturbed child planning a mass killing or on the loose with a gun, and someone in the community randomly being shot by that individual. A recent FBI report shows that almost 70% of mass shooting incidents end before the police can respond to the scene.200 Indeed, research on mass school shootings reveal that most foiled school rampage shootings were detected and prevented because a family member or friend alerted the proper authorities before the would-be perpetrator could execute their plan.201 Parents who reside with their children and observe them on a daily basis are in the best position to observe their child’s mental state and behavior. Failure to prevent a mentally ill child from accessing a firearm is strongly connected to a third party’s injury or death. Thus, this factor weighs in favor of recognizing a parental duty in the typical mass shooting case.

iii. The Moral Blame Attached to the Defendant’s Conduct

Third, at least one research study indicates that parents of a mass shooter are partially morally to blame for their child’s mass shooting because, prior to its occurrence, the parents had a history of accepting and accommodating their child’s pathological behavior. According to this study, parents of school shooters failed to “react to behavior that most parents would find very disturbing or abnormal” and minimized their child’s erratic conduct.202 These parents set no limits on their child’s behavior and did not supervise or monitor their child’s use of the Internet.203 The parents also had a turbulent relationship with their child to the extent that the child expressed contempt for one or more of their parents and rejected their parents’ role in their lives.204

---
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ents carelessly kept firearms in the home, giving their children unfettered access to these deadly weapons.205

The commonalities observed among parents of school rampage shooters in this study are consistent with Nancy Lanza’s case. Despite expressing concern over her son’s behavior, including plans to commit him, Nancy downplayed her son’s behavior and told friends that she was not afraid Adam would harm her.206 Nancy allowed her son to live in isolation, even permitting him to stay in their home without leaving once for three months.207 Adam had a strained relationship with both his parents. He had stopped verbally communicating with them and was estranged from his only sibling.208 Toward the end, Nancy apparently realized that her son needed emergency mental health attention and was in the process of having him involuntarily committed, but she nevertheless left him alone in their home with numerous firearms that were not securely stored while she went on vacation.209 While she was away, her son made a practice run in his car to Newtown where Sandy Hook Elementary School was located.210 Shortly thereafter, her son used her firearms to murder the elementary school children and educators.211 Not only did she provide Adam with unrestrained access to her firearms, but she also encouraged his usage of firearms by taking him to shooting ranges and giving him a check to purchase his own gun for Christmas.212 This was not only morally reprehensible; it was arguably criminally negligent. Therefore, this policy consideration would tip in favor of recognizing a duty in the case of Adam Lanza’s mother.

However, it is a closer call as to whether this factor would weigh in favor of finding a duty in the case of Jared Loughner’s parents. On one hand, Jared’s parents were warned by Jared’s community college that Jared was mentally unstable, dangerous, and needed a mental health evaluation, yet the parents never followed up or made sure that Jared saw the mental health professional. Although they advised him to see one,213 after Jared refused, they should have given him an ultimatum similar to the one issued by Jared’s college—seek help or leave.214 Alternatively, they could have sought involuntary commitment.
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Although not as much information is available on the relationship between Jared and his parents, one media outlet reported that Jared had a strained relationship with his parents and claimed that they were “hassling” him. Neighbors described Jared’s father as angry and antagonistic towards them and insinuated that he was “crazy.”

On the other hand, the Loughners did try to supervise Jared and monitor his whereabouts. For instance, Jared had once left home without his parent’s knowledge, and his parents went looking for him. The parents of Jared’s friend told the Loughners Jared was staying at a hotel, and the Loughners went and retrieved him. The parents also took away Jared’s firearm and disabled his car every night to keep him home in the evenings, although they forgot to disable his car the night before the shootings. Additionally, in the months leading up to the shootings, the Loughners pleaded with their son to “see someone.” Thus, a court could find that this factor goes either way.

As illustrated by the Loughner and Lanza exemplars, whether the “moral blame” policy consideration weighs in favor of recognizing a duty will depend on the specific facts of each mass shooting case.

iv. The Policy of Preventing Future Harm and the Consequences to the Community of That Harm

Fourth, the policy of preventing future harm also weighs in favor of finding parents liable for failing to prevent an adult, mentally ill child from possessing a firearm. According to a recent FBI report, mass shoot-
ings undoubtedly are on the rise.\textsuperscript{223} It has become an epidemic. Since an individual can kill a number of people in a matter of minutes before the police even arrive on the scene, the best approach to decreasing the incidence of mass shootings is to prevent them before they start, and the best place to start is in the home. No one knows a child better than his or her parent. Parents are in the best position to evaluate the mental health and propensity for violence of their child and whether they should have a gun.

Moreover, most mass shootings are committed at schools where innocent children are victimized.\textsuperscript{224} As one court has recognized, “[o]ur greatest responsibility as members of a civilized society is our common goal of safeguarding our children, our chief legacy, so they may grow to their full potential and can, in time, take our places in the community at large.”\textsuperscript{225} Recognizing a parental duty to control or supervise adult, mentally ill children living with them will hopefully encourage more dialogue on mental illness and what parents should do when dealing with an adult, mentally ill child—a dialogue that can save lives. Thus, this policy factor weighs in favor of recognizing a parental duty to supervise/control adult children to the extent necessary to prevent them from accessing a firearm and to warn authorities when they have a gun. Failure to do so will have dire consequences for the community.

v. The Extent of the Burden to Prevent the Harm

Fifth, the burden on parents of keeping firearms out of a mentally ill, emancipated child’s hands is slight. It does not take much effort to safely store firearms, or even better, to not have them in the home where a mentally ill person lives at all. Indeed, at least one state has a statute expressly prohibiting firearms in a house where a mentally ill individual resides.\textsuperscript{226} Alternatively, parents can take measures to ensure that their child cannot access firearms by safely storing them in a safe that is only unlocked by the parents’ fingerprints. Additionally, the burden on parents of monitoring an adult child’s activities living in their home is also slight. For example, parents can easily search their child’s room for any weapons or writings suggesting their child is planning something sinister.

vi. The Availability, Cost, and Prevalence of Insurance for the Risk Involved

This factor can weigh in favor of or against imposition of a duty depending upon the facts of a case. If the defendant parents own a house,
insurance may be available because most homeowners’ insurance policies
cover personal injuries caused by the insured’s negligence on their prop-
erty and “on the street[s].”227 Some homeowner’s insurance, however, ex-
pressly excludes criminal acts from coverage,228 and some parents may not
own a home or have any insurance whatsoever. If no insurance covers the
risk of someone in the household committing a crime like a shooting, this
factor would weigh against recognizing a duty.

vii. Other Policy Considerations

Some may argue that exposing parents to civil liability for the shoot-
ing rampages of their children may dissuade parents from housing their
mentally ill children who already have few options in life, as they often
cannot keep employment and support themselves. Even if this was true,
this is not necessarily a negative. A person who is severely mentally ill
and dangerous also poses a danger to their parents with whom they
reside—Adam Lanza is a prime example, as he shot his mother, killing
her, before unleashing his fusillade upon the twenty-six elementary school
children and educators at Sandy Hook. Thus, it is in the parent’s own best
interest to supervise and control their mentally ill, emancipated offspring
to make sure their children receive mental health assistance and avoid
firearms, and if they cannot control them, to make them leave their resi-
dence or have them involuntarily committed to a mental healthcare facil-
ity. Finally, perhaps refusing to provide refuge for a severely mentally ill,
adult child who will not accept mental health treatment will force that
child to obtain the medical assistance he or she so desperately needs in
order to have their parents continue to provide food, shelter, and the
other necessities and comforts of life. Forcing the mentally ill child to
seek professional treatment is also in the individual’s best interest, as mass
shooters often die during a shooting rampage incident, either from a self-
inflicted wound, a bystander, or law enforcement trying to stop the
shooting.229

Second, some may argue that recognizing a duty in cases involving
adult, mentally unstable shooters could unfairly penalize the parents for
having a mentally ill child and further stigmatize mental illness. After all,
no one is advocating for parental liability in other murder cases (e.g.,
gang-related). This argument misses the point. Recognizing a parental
duty in mass shooting cases is based on the widely accepted premise that a
person with significant mental health issues has no business possessing a
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firearm because, like a minor child, they do not have the mindset to safely handle such a dangerous instrument. Severely mentally ill individuals require the same supervision and monitoring as a minor child. Parents have no obligation to support an adult, mentally ill child, but if they do assume responsibility, they should take the same precautions with them as they would with a five-year-old child. In contrast, a parent has no ability to control an adult, legally emancipated drug dealer or gang member with no mental illness who is not financially dependent upon them.

Moreover, there are multiple safeguards embedded in the intricate negligence analysis that will prevent parental liability in mass shooting cases solely because the parents have a mentally ill son or daughter. For a parental duty to arise, the plaintiff has to do more than merely show the parents were aware of their child’s mental health issues. Plaintiffs must prove that the parents also knew or had reason to know their child posed a risk to the community, and that they had the ability to control the child before a special relationship—a prerequisite to recognizing a duty and thus liability—will be found. Assuming that a special relationship can be established, the plaintiff must still show a myriad of policy considerations weigh in favor of recognizing a duty, including the policy consideration that considers the parents’ blameworthiness. Thus, a parent will never be penalized for simply having a mentally ill offspring.

In sum, the majority of policy considerations tip in favor of recognizing a parental duty, and, therefore, courts should recognize such a duty under the circumstances described.

IV. PROVING A BREACH OF PARENTAL DUTY

Unlike the issue of whether a duty exists, which is a question of law, whether there was a breach of that duty is a question of fact for the jury.230 In ascertaining whether a defendant breached any particular duty, the fact-finder is essentially asking whether the defendant acted reasonably under the circumstances; in other words, was it reasonably foreseeable that by acting (or in the case of nonfeasance, not acting), the complained of harm would result?231

The foreseeability determination in this stage of the negligence analysis is slightly different than the one in the duty-foreseeability test because it is not just asking whether the third-party adult child’s act—the mass shooting—was foreseeable generally, but whether it was reasonably foreseeable that the parents’ misfeasance or nonfeasance created a risk for the mass shooting to occur. Part of the analysis to determine whether the defen-
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dant’s conduct or omission was a breach of duty or, stated differently, a failure to exercise reasonable care, is considering what a reasonable and prudent parent would have done.232

Applying this test to Lanzas’ and the Loughners’ cases, a jury could reasonably find that a breach occurred. In Nancy’s case, a reasonable and prudent parent would not give her mentally ill, adult son unlimited access to a military-style assault rifle and other firearms and most certainly would not take him to the shooting range or give him funds to purchase his own gun. A reasonable and prudent parent would also not leave a son they had recently planned to have involuntarily committed alone and unsupervised for a whole weekend with her guns,233 as it is foreseeable that he could use those weapons to harm himself or someone in the general public. What a reasonable and prudent parent would have done in Nancy’s case is completely deny their mentally ill son access to their guns by safely storing the weapons or not having guns at all in the house. A reasonable and prudent person would not have left their severely mentally ill child—who had not left the house in months-alone and unsupervised. A reasonable and prudent person would have sought immediate mental health assistance for their child, even involuntary commitment, before leaving town. At the very least, Nancy could have given Adam an ultimatum, as some mental health professionals have recommended, to seek help or get out.234

Likewise, a jury could find that the Loughners did not exercise reasonable care. A reasonable and prudent parent in their case would have forced their child to obtain an evaluation from a mental health care professional upon their child being suspended from college for displaying mentally disturbing behavior.235 The Loughners themselves witnessed Jared’s profound, yet professionally undiagnosed, mental illness when they observed him engaging in incomprehensible and nonsensical rants and being nonverbal.236 Despite being concerned about his erratic and angry behavior,237 they never took the community college’s advice to have Jared evaluated.238 One could argue that after Jared refused to be evaluated, a
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reasonable parent would have had him involuntarily evaluated by a hospital or committed to a mental health healthcare facility, just as Nancy Lanza should have done in Adam’s case. Alternatively, they could have given him an ultimatum to get help or leave because it was foreseeable that someone with untreated mental illness would harm others.

V. CAUSATION

Establishing a breach of duty is one thing, proving a causal connection between the defendant-parents’ breach of duty and the resulting harm, is quite another. Like the issue of whether there was a breach, the question of whether the defendant’s breach caused the complained of harm is a question of fact for the jury that calls for a foreseeability determination.239

Jurisdictions vary on what test should be applied to ascertain whether the defendant’s negligent act caused the complained of injury. Traditionally, most states require the plaintiff to establish that the defendant’s conduct was both (1) the cause-in-fact of the complained of injury and (2) the proximate or legal cause.240 In ascertaining whether the defendant’s conduct was the cause-in-fact of the plaintiff’s injury, most jurisdictions employ the “but-for” test.241 In other words, would the mass shooting have occurred but for the defendant-parents’ negligence? “The but-for test [only] applies in cases where only one negligent act is at issue.”242 If more than one negligent act is at issue, then the “substantial factor” test applies, which considers if it is more likely than not that the defendant’s conduct was a substantial factor in producing the plaintiff’s injuries.243 Some states, however, have used the substantial factor test when only one negligent act is at issue, adding to analytical confusion surrounding this element.244

Regardless of what test is used for cause-in-fact, a jury could find that Nancy Lanza’s and the Loughners’ breach of duty was the cause-in-fact for their children’s mass shootings. As to Nancy Lanza, but-for her giving her son unfettered access to her firearms, the mass shooting would not have occurred. Adam used her .223-caliber Bushmaster Model XM15 semi-automatic firearm, known as a “killing machine,” to commit his heinous
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acts. Under federal law, you must be at least twenty-one years old to legally purchase any firearm other than a rifle or shotgun, and Adam was only nineteen years old. Thus, Adam could not have legally purchased the military-style weapon he used on most of the victims on his own. Also, but for Nancy Lanza leaving Adam unsupervised and failing to have him involuntarily committed to a mental institution, he would not have had the opportunity to make a practice run to Sandy Hook and commit the murders.

Regarding Jared Loughner, arguably but-for his parents’ failure to have him evaluated and treated by a mental health professional, he would not have committed the murders. After Loughner was charged with the mass shooting, he was diagnosed with schizophrenia. Studies reveal people with serious mental illnesses like schizophrenia who do not take their medication are more dangerous than the general population. A jury could find the Loughners’ failure to ensure their son received treatment for his mental illness was the cause-in-fact for the mass shootings.

Once a plaintiff proves that the defendant’s conduct was the cause-in-fact of the injury, the fact-finder must move to the second part of the analysis—whether the defendant’s conduct was the proximate or legal cause of the injuries, which is based upon whether the harm was foreseeable. The foreseeableability mandated here asks if, in retrospect, the injury emanating from the act or omission should have been reasonably anticipated.

---
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and probable consequence of the defendant’s conduct. Stated differently, the harm or injury cannot be a “freakish” consequence of the defendant’s act, making the victim of the harm unforeseeable. The landmark case of Palsgraf v. Long Island Railroad Company, clearly makes this point.

In Palsgraf, the court held that a passenger who was waiting for a train on the other side of the platform was not a foreseeable victim of the railway guard’s act of helping a passenger board a train by pushing him. Unbeknownst to the guard, the passenger was holding a package of fireworks that was covered in newspaper. The passenger dropped the package, the fireworks fell on the rails and exploded, and the explosion threw down some scales on the other end of the platform that struck and injured the plaintiff. The court essentially held that the woman standing far away was not a foreseeable victim; if the guard committed a wrong, it was committed against the passenger holding the package of fireworks.

Applying Palsgraf and the other causation principles to the Lanza and Loughner cases, a jury could arguably find that random people being shot by a mentally ill child was a natural and probable consequence of giving that child a gun in Nancy Lanza’s case and of leaving their child’s mental illness untreated in both cases. Guns are “inherently dangerous instrumentalities, the use of which is likely to produce death or serious injury.” Firearms are even more dangerous when left in the hands of a mentally unstable person. Indeed, that is why there are both federal and state laws aimed at precluding mentally ill persons from possessing firearms, laws the United States Supreme Court has recognized place a reasonable restriction on the Second Amendment right to bear arms. Thus, the shooting of innocent victims by a mentally ill, adult child is a natural and probable consequence of parents of that child failing to adequately supervise or control the child by not preventing them from accessing firearms and of not forcing their child to obtain mental health treatment.
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On the other hand, both parties could argue that the victims of the shootings were unforeseeable. In Nancy Lanza’s case, who could predict that her son would shoot children and school personnel at an elementary school he did not attend? In the Loughner’s case, who could foresee that their son would shoot Congresswoman Giffords and her constituents waiting to see her at the grocery store? Again, as one court has recognized, albeit in the context of determining foreseeability in the duty context, it is foreseeable that a member of the general public could be a victim of a severely mentally ill person with a gun. Moreover, this is not a case where the perpetrators committed their mass shootings hundreds of miles away from where they lived; the crimes occurred in their own communities. Therefore, a jury could find that the victims were foreseeable and the causation element is met.

Additionally, in cases involving more than one negligent act, like mass shooting cases, an extra analytical step is required. Specifically, the fact-finder must inquire if an independent, intervening negligent act relieves the defendant of liability. An “independent, intervening” negligent act is “a force that comes into motion after the defendant’s negligent act, and combines with the negligent act to cause injury to the plaintiff.” Significantly, if the intervening act was foreseeable, then it does not break the causal chain between the defendant’s conduct and the injury. If the intervening act is unforeseeable because it is so remote or extraordinary that it could not have been reasonably anticipated, it is a superseding cause that breaks the causal link between the defendant’s conduct and the injury—therefore, absolving the defendant(s) from liability. Whether an intervening act is foreseeable is also a question of fact that should be left to the jury’s province. Third-party criminal conduct is a superseding cause unless it should have been reasonably anticipated.

In the Lanza and Loughner cases, it should have been reasonably anticipated that the adult children would shoot someone with a gun if their parents did not adequately monitor, supervise, or control their behavior to...
prevent them from accessing firearms. Thus, a jury could find in these cases and future similar cases that the causation element was satisfied.

VI. CONCLUSION

In sum, it is clear that pursuant to general negligence principles, some parents can be found negligent and civilly liable for an act or omission that results in their adult child taking a gun and committing a mass killing. In determining whether a parent acted reasonably, common sense should prevail. Any reasonable and prudent parent knows, or should know, that their mentally ill child, regardless of their age, should not have access to a firearm, as an armed, mentally unstable person poses a serious risk to the public at large as well as to themselves. Thus, if a parent is going to assume responsibility for supervising an adult, mentally ill child, they have a legal obligation to exercise reasonable care.

Exercising reasonable care includes not having firearms in a house where a mentally ill person resides, or at the very least, safely storing firearms. It also entails monitoring your mentally ill child and being on the lookout for anything that might suggest they are planning to harm others, such as violent writings, Internet postings, manifestos, ammunition, and guns. If a parent believes their child poses an immediate threat to the public, they should contact the proper authorities.269 Indeed, if a specific threat is made, they must contact the police upon pain of possibly being sued.270 Additionally, a reasonable, prudent parent will also insist that their child obtain mental health assistance, and if the child refuses, the parents should do everything they can to make sure their child receives the professional help needed, including threatening to no longer support the child if they do not seek help, taking away their car keys and other privileges to encourage compliance, and initiating involuntary commitment to a mental institution when all else fails.271

Parenting is unquestionably the most difficult and important job on earth, which is probably why courts have historically shied away from holding parents liable for their children’s actions. However, the law has long been involved in judging parents and penalizing them for poor parental decisions. For instance, courts have evaluated whether a parent’s use of corporal punishment is reasonable and excessive, and if it is found to be excessive, a parent can be civilly liable or lose custody of their child.272
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mother was arrested for leaving her nine-year-old child in the park un-
supervised while she worked at McDonald’s. Accordingly, the law
should expect a certain standard of care from parents of adult children
with mental illness and penalize them when they do not act reasonably
with regard to that child if that child lives in the home and they have
assumed a de facto guardianship over them. It not only takes a village to
raise a child, but a village to stop a mass killing, and the most important
villager is a parent—our first line of defense.
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SOME trademarks inspire love. There are people who wear rain coats covered in pictures of McDonald’s Big Mac sandwich.\(^1\) Some join clubs where members are expected to have Harley Davidson’s logo tattooed on their bodies.\(^2\) Some even choose to be buried in a coffin emblazoned with NASCAR imagery.\(^3\) While it is possible to dismiss these individuals as both rare and absurd, this level of devotion by consumers makes it clear that some trademarks have fans for reasons that surpass the quality of the product or service offered. Numerous fan groups exist on websites and social media to provide consumers with the opportunity to share their love and commitment to a trademarked product or service.\(^4\) Communities can develop around trademarks online or in the real world in much the same way that they develop around shared geographical or cultural interests. This development of fervent fandom around a trademark, including the creation of active trademark-related social communities, demonstrates a shift in business management such that trademarks are now only one element of a larger brand development strategy. While consumers may coalesce around the trademark as a unifying symbol of


\(^4\) See Deborah R. Gerhardt, Social Media Amplify Consumer Investment in Trademarks, 90 N.C. L. REV. 1491, 1506 (2012) (“Social media have empowered consumers to use trademarks to gain more information, make a broader expressive impact and connect to a larger, more dispersed community.”).
their fandom, they are really identifying with the brand story or brand personality that has developed in connection with that mark.

Because brands incorporate one or more trademarks, legal disputes involving brands have been addressed as trademark disputes. Trademark law has actually evolved and expanded to attempt to accommodate this larger concept of brands. Unfortunately for the brand owner seeking to cultivate loyal brand fans, brands have not fit smoothly into the strictures of trademark law. Trademark laws aiming to prevent consumer confusion and counterfeiting have inadvertently led to the stifling of non-competitive brand activities by consumers. As a result of this disconnect in the law, trademark owners may feel that they are required to stop consumer use of their marks, despite marketing scholarship that suggests consumer-initiated brand communities and other fan activities are the best way of building brand loyalty and future sales. For example, the official website for the LEGO Group (corporate owner of the LEGO brand line of toys and, relatedly, the LEGO trademark) enjoins consumer fans from using the LEGO trademark and insists that “the LEGO logo NEVER be used on an unofficial web site” or as part of an Internet address for such a website.5 In 2003, the LEGO Group sent a cease-and-desist letter to just such a fan-operated website that ultimately resulted in the site being shut down.6

More recently, IKEA’s general counsel sent a cease-and-desist letter to the operator of the website www.IKEAhackers.net.7 The website was created in 2006 to collect and share ideas for ways to modify or “hack” products sold by IKEA, an international retailer known for affordable and minimalist furniture and home goods.8 Submissions collected by the website operator (or submitted by users) ranged from minor embellishments of standard IKEA products to complete redesigns of an IKEA product to turn it into a more customized piece of furniture.9 The website developed a large and enthusiastic fan base. The fact that IKEA inspired this successful consumer-created website and allowed it to flourish without corporate involvement was touted as evidence of IKEA’s genius brand management strategy in marketing literature.10 However, IKEA’s recent cease-and-desist letter alleged that both the website domain name and the hacks
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posted on the site violated IKEA’s intellectual property rights. The operator of the website initially announced that the website would likely be shut down. IKEA customers were livid and sent emails, letters, and tweets to IKEA’s corporate offices, and demanded that it reconsider. A month later, IKEA withdrew its opposition to the website, which then resumed operation.

In both of the trademark-related instances described above, the websites and communities that were threatened by trademark owners were ones that were started by fans. Participation in these fan-initiated websites encouraged and supported use of the branded products sold under the respective trademarks. One might presume that trademark owners would love and support this free publicity. Advertising and marketing firms encourage such fan-initiated efforts and often call brand communities the marketing platform of the future. After receiving IKEA’s cease-and-desist letter, the owner of the IKEAHackers website stated, “IKEAhackers.net was set up in 2006 and truly not with the intent to exploit their mark. I was [just a] crazy fan. In retrospect, a naive one too.” In a time when trademark owners are routinely called “bullies” and mocked online and...
in the press for their aggressive responses to minor trademark infringements, it can be hard to understand why they would want to threaten their own fans publicly.18 However, such actions are a result of the uneasy way in which brands have been shoehorned into trademark law. This Article argues that brands contain expressive, creative content, and this creative content encourages a response by consumer fans. As such, brands would be better served under a copyright regime. Brand fan activities and brand communities are very similar to the fanfiction and fanfiction communities created in connection with works protected under copyright. Whether they love fanfiction or hate it, copyright owners are supported by copyright law. They can stop fanfiction by challenging it as an unlicensed derivative work, or they can ignore it and remain confident that their copyright remains unscathed. “Super fans” can also structure their activities to attempt to fall under the infringement protection of copyright fair use.

Trademark law does not offer this freedom. Trademark law has expanded over the past several decades to provide increasing protection for trademark owners and few avenues for expressive uses of trademarks by non-owners. A brand-theory approach to trademark law can account for this expansion by acknowledging the substantial investment that trademark owners make in developing a brand.19 However, that is only half of the brand story. Modern branding invites consumer involvement, and marketing literature suggests that brand communities are the future of advertising. Trademark law’s focus on the brand owner apart from the consumer ignores this push for consumer involvement in branding. Because of this disconnect, trademark law requirements are ill-suited to address brand development, and this Article advocates for a copyright-centered approach to brands. Brands are creative works deserving of copyright protection. The boundaries of copyright and the discretion granted to copyright owners better address the reality of consumer involvement in the creation of derivative brand works.


Part I of this Article explains the theoretical justifications underlying both copyright and trademark law and the evolution of trademark law over the twentieth century. Part II provides background regarding marketing research on branding, as well as how brand theory can explain the expansion of trademark law as it has attempted to recognize the substantial investments made by trademark owners engaged in branding. It also explores the ways in which trademark law conflicts with the goals of brand owners in their brand development efforts, as well as the current gap in trademark scholarship regarding the role of the consumer in the development of brands. Part III explores the similarities between brands and copyrightable works and discusses how brands may be better viewed under copyright law as something akin to creative works and their derivative fanfiction.

I. FOUNDATIONS FOR PROTECTION

In order to understand why fan activity is treated differently under copyright law and trademark law, it is crucial to trace the theoretical basis and historical development of each legal framework. While trademark law has long focused on the protection of consumers while denying explicit property rights in trademarks to their owners, copyright law began and continues as a protection granted to the copyright owner.

A. Copyright Protection

Federal copyright law in the United States stems from Article I, Section 8 of the United States Constitution, which states that “[t]he Congress shall have Power . . . To promote the Progress of Science and useful Arts, by securing for limited Times to Authors and Inventors the exclusive Right to their respective Writings and Discoveries.”20 In The Trade–Mark Cases,21 the United States Supreme Court defined the terms authors and writings as they pertained to the constitutional scope of copyright protection; for a work to receive copyright protection as a “writing” created by an “author,” the Court determined that “originality is required.”22 It is the originality that justifies the monopolistic rights authorized under copyright law: “[W]hile the word writings may be liberally construed, as it has been, to include original designs for engravings, prints, [etc.], it is only such as are original, and are founded in the creative powers of the mind.”23

Therefore, original and creative works are rewarded with copyright protection, but courts have clarified that “[t]he copyright law, like the patent statutes, makes reward to the owner a secondary consideration.”24 While the rights conferred by copyright are to be measured and balanced

22. See id. at 94.
23. Id. (emphasis added).
by Congress to “assure contributors to the store of knowledge a fair return for their labors,” 25 the true focus of the constitutional mandate establishing a federal copyright law is distributing original, creative works to the public. In *Sony Corp. v. Universal City Studios*, 26 the Supreme Court stated that:

> [T]he limited grant [under copyright law] is a means by which an important public purpose may be achieved. It is intended to motivate the creative activity of authors and inventors by the provision of a special reward, and to allow the public access to the products of their genius after the limited period of exclusive control has expired. 27

In the broadest sense, copyright law aims to create an environment of expansion and creativity for the benefit of the consumer by using limited copyright ownership as an incentive for creators.

### B. Trademark Protection

Whereas inventors and authors receive patent and copyright protection in order to reward and encourage their contributions to the progress of “Science and [the] useful Arts,” 28 trademark owners are individuals or businesses seeking protection for commercial activities, a seemingly less noble pursuit. Jurists and scholars have long distinguished trademarks from the creativity associated with patents and copyrights by suggesting that trademarks are mere menial symbols that do not “depend upon novelty, invention, discovery, or any work of the brain” and that require “no fancy or imagination, no genius, no laborious thought.” 29 Perhaps due to this perceived divide between the banal commercial world of trademarks and the creativity and innovation ascribed to works protected by copyrights and patents, trademarks have been described as “the overlooked stepchild of the world of intellectual property goods.” 30 Trademarks are seen as a tool of commerce, and their protection is typically explained in terms of economic efficiency. 31 A trademark is a word or symbol used “to identify and distinguish” the goods or services of a person from those of another. 32 J. Thomas McCarthy has identified four primary functions of trademarks that justify their legal protection:

---


27. Id. at 429.

28. See U.S. Const. art. 1, § 8, cl. 8.

29. See In re Trade-Mark Cases, 100 U.S. at 94.


(1) To identify one seller’s goods and distinguish them from goods sold by others;
(2) To signify that all goods bearing the trademark come from or are controlled by a single, albeit anonymous, source;
(3) To signify that all goods bearing the trademark are of an equal level of quality; and
(4) As a prime instrument in advertising and selling the goods.33

A trademark serving these purposes will be protected “against confusingly similar commercial use.”34

Scholars and jurists have long argued that trademark protection is essential to the marketplace; trademarks reduce consumer search costs because buyers and sellers can use trademarks as shorthand to refer to the source and consistent quality of goods and services.35 For example, imagine a consumer looking to buy running shoes for the first time. That consumer may ask friends for recommendations and spend time reading reviews of the various running shoes available before deciding to purchase a pair of shoes sold under the NEW BALANCE trademark. If the consumer is pleased with the fit and quality of the shoes, the consumer may then seek out another pair of shoes sold under the NEW BALANCE mark in the future without having to incur the same research or search costs inherent in the initial purchase. It has been argued that the use of trademarks “makes effective competition possible in a complex, impersonal marketplace by providing a means through which the consumer can identify products which please him and reward the producer with continued patronage.”36 Trademark law accomplishes this task by preventing businesses from using marks that are likely to confuse consumers about the source of the goods or services being offered.

The likelihood of confusion test is the “basic test of both common-law trademark infringement and federal statutory trademark infringement.”37 When evaluating whether a defendant has infringed the plaintiff’s trademark under the Lanham Act (also known as the Trademark Act of 1946), the court must ask whether the defendant’s use is “likely to cause confu-

(4th ed. 1998 & Supp. 2015). For the purposes of this Article, the words mark and trademark will be used interchangeably to refer to all forms of marks, registered or not, including service marks, collective marks, and certification marks. It is not necessary to highlight the distinctions between types of marks for the analysis herein.

33. 1 McCarthy, supra note 32, § 3:2 (footnotes omitted).
34. Id.
35. See Landes & Posner, supra note 31, at 167–68. However, other justifications have been proposed. See, e.g., Mark P. McKenna, The Normative Foundations of Trademark Law, 82 Notre Dame L. Rev. 1839 (2007) (arguing that trademark law historically focused on preventing trade diversion).
37. 4 McCarthy, supra note 32, § 23:1 (footnote omitted).
sion, or to cause mistake, or to deceive . . . .”38 Confusion is more ambiguous than one might expect, and this ambiguity has opened the door to a wide variety of infringement suits.

C. The Historical Development of Trademark Law

Trademark cases in the nineteenth and early twentieth centuries were interested in consumer confusion, as it was evidence of fraudulent intent on the part of the defendant.39 At that time, the primary concern of trademark law was the unfair competitive practice of “passing off,” which consisted of the “sale of the goods of one manufacturer or vendor as those of another.”40 The Supreme Court illustrated this focus in 1918 in United Drug Co. v. Theodore Rectanus Co.,41 when it explained that a trademark’s “function is simply to designate the goods as the product of a particular trader and to protect his good will against the sale of another’s product as his.”42 The Court noted the lack of bad faith on the part of the defendant in this case, where the two parties simultaneously used the same mark in different locations prior to an overlap in markets that led the plaintiff to bring suit.43

This fraudulent intent was de-emphasized over time, and the attention was “shifted from the state of mind of the defendant to the state of mind of buyers.”44 This shift of focus from the defendant to the consumer may have paved the way for the modern expansion of trademark law—which now allows redress for noncompetitive uses of a mark and other less traditional claims—including dilution, sponsorship confusion,

---

40. See Lawrence Mfg. Co. v. Tenn. Mfg. Co., 138 U.S. 537, 546 (1891); see also Champion Spark Plug Co. v. Sanders, 331 U.S. 125, 131 (1947) (holding that injunction rather than damages is fair remedy for unfair competition given that “there has been no showing of fraud or palming off”); Hanover Star Milling Co. v. Metcalf, 240 U.S. 403, 419 (1916) (holding that owner of trademark used in specific geographical area only cannot enjoin good faith use of trademark by third party in different area when consumers in each area are only aware of their regional trademark as source of product), superseded by statute, Lanham Act (codified as amended in scattered sections of 15 U.S.C.), as stated in Park ‘N Fly, Inc. v. Dollar Park & Fly, Inc., 469 U.S. 189 (1985).
41. 248 U.S. 90 (1918).
42. See id. at 97.
43. See id. at 101.
44. 1 McCarthy, supra note 32, § 5:2; see also, e.g., Aunt Jemima Mills Co. v. Rigney & Co., 247 F. 407, 410 (2d Cir. 1917). In this early case, which focused on confusion, the court permitted the plaintiff to block the use of plaintiff’s trademark in connection with a different type of good because the public might be confused about a connection between the two.
initial interest confusion, and post-sale confusion. Each new basis for trademark infringement or dilution liability deviates from the traditional notion of actionable confusion. Mark McKenna has made a strong argument that “only confusion that affects purchasing decisions should be relevant to trademark law.” However, courts now “routinely say that trademark law targets ‘confusion of any kind.’” This broadened view of confusion is still explained as a natural effect of focusing on trademarks as search cost optimizers. McKenna argues, “Anything that can be characterized in confusion-based terms seems to raise search costs, and if search costs are the harm to be avoided, then anything that causes confusion ought to be at least prima facie actionable.”

For example, sponsorship confusion is premised on the idea that consumers may be confused about whether a third-party product or service is sponsored or endorsed by the trademark owner. A plaintiff may sue based on this confusion about the relationship between the parties, even where the relationship, or lack thereof, would have no impact on consumer purchasing decisions. In initial interest confusion cases, the consumer is temporarily confused when the consumer seeks out the plaintiff’s good or service, only to find instead the good or service offered by the defendant. In an initial interest scenario, if the consumer purchases the

45. See Mark A. Lemley & Mark P. McKenna, Owning Mark(et)s, 109 MICH. L. REV. 137, 140 (2010) [hereinafter Lemley & McKenna, Owning Mark(et)s] (“[T]he claim that consumers are injured by the defendant’s use of a mark in an unrelated market is implausible except under specialized circumstances, circumstances that trademark plaintiffs should have to prove.”).


47. See id. at 69–70 (quoting Kos Pharm. v. Andrx Corp., 369 F.3d 700, 711 (3d Cir. 2004)); see also id. at 70 n.6 (“The Act is now broad enough to cover the use of trademarks which are likely to cause confusion, mistake, or deception of any kind, not merely of purchasers nor simply as to source of origin.” (quoting Kos Pharm., 369 F.3d at 711) (internal quotation marks omitted)).

48. See id. at 79 (“Because the search costs narrative is bound up with consumer confusion, this view of trademark law’s purpose has manifested itself primarily in courts’ fetishizing confusion and feeling compelled to respond whenever mark owners can characterize a defendant’s use in confusion-based terms.”).

49. See id. at 71 (discussing search costs and confusion-based theory of trademark law). McKenna argues that “courts should find trademark infringement only when the defendant’s use of the plaintiff’s trademark creates a risk that consumers will be deceived into buying goods or services they otherwise would not have or refraining from buying what they otherwise would have.” Id. at 72.

50. See 4 McCarthy, supra note 32, § 23:8 (explaining sponsorship confusion); see also, e.g., Champions Golf Club, Inc. v. Champions Golf Club, Inc., 78 F.3d 1111, 1116 (6th Cir. 1996) (describing relevant inquiry as whether golfer would be confused about affiliation between two golf clubs using same trademark).

51. See Champions Golf Club, 78 F.3d at 1116.

52. See 4 McCarthy, supra note 32, § 23:6; see also, e.g., Brookfield Commc’ns, Inc. v. W. Coast Entm’t Corp., 174 F.3d 1036, 1063–64 (9th Cir. 1999) (recognizing initial interest confusion); Elvis Presley Enters., Inc. v. Capece, 141 F.3d 188, 204 (5th Cir. 1998) (noting initial interest confusion may unfairly get customers to
defendant’s product instead of continuing to seek out the plaintiff’s product, the consumer is not confused at the time of purchase. The confusion is only brief and fleeting. Post-sale confusion occurs when the consumer purchases a product (such as a pair of jeans with pocket embellishments designed to mimic those on a more expensive brand of jeans) with full knowledge that the product was sold under the defendant’s trademark and not that of the plaintiff. However, liability is premised on the idea that third parties will see the products after the time of the sale (being used by the purchaser, for example) and potentially be confused about the source of the good due to similarities between the plaintiff’s and defendant’s trademark or trade dress. McKenna clarifies that in such cases, where the potential confusion does not affect the purchasing decision, “we can think of the confusion as generating search costs only if we think the mental act of wondering is the search cost.”

The focus on reducing search costs cannot account for “unbranded” advertisements like Procter & Gamble’s “Thank You, Mom” campaign, which celebrated the role of mothers without explicitly referencing the company’s branded products. The purpose of this kind of marketing is to deliberately increase search costs, a tactic that seems incomprehensible under traditional trademark dogma. Perhaps trademark law’s focus on

---

53. See 4 McCarthy, supra note 32, § 23:6 (defining initial interest confusion).
54. See, e.g., Mastercrafters Clock & Radio Co. v. Vacheron & Constantin-Le Coultre Watches, Inc., 221 F.2d 464, 466 (2d Cir. 1955) (recognizing post-sale confusion for first time); see also United States v. Torkington, 812 F.2d 1347, 1352 (11th Cir. 1987) (discussing applicability of likelihood of confusion test in post-sale context); Rolex Watch U.S.A., Inc. v. Canner, 645 F. Supp. 484, 493 (S.D. Fla. 1986) (“The fact that an immediate buyer of a $25 counterfeit watch does not entertain any notions that it is the real thing has no place in this analysis. Once a product is injected into commerce, there is no bar to confusion, mistake, or deception occurring at some future point in time.”).
55. See Mastercrafters Clock & Radio Co., 221 F.2d at 466 (“This goes to show at least that some customers would buy plaintiff’s cheaper clock for the purpose of acquiring the prestige gained by displaying what many visitors at the customers’ homes would regard as a prestigious article.”).
56. See McKenna, Consumer Decision-Making Theory, supra note 46, at 84. McKenna goes on to argue, “After all, trademark law regulates the commercial marketplace; it is not an all-purpose remedy for having to think. There are, of course, sometimes costs associated with being confused more generally, but these costs do not harm consumers as consumers if they do not affect purchasing behavior.” See id. at 85 (footnote omitted); see also Laura A. Heymann, Naming, Identity, and Trademark Law, 86 Ind. L.J. 381, 441 (2011) (“Name or trademark changes that make it more difficult for others to retrieve information about the person or entity are not legally prohibited, even though such changes can result in increased search costs, and even though others may have been induced to act in a way in which they would not have acted if they had known about the person’s or the company’s history.”).
57. See Jay Bolling, Take the Brand Out of the “Branded vs. Unbranded” Conversation, PM360 (June 16, 2014), http://www.pm360online.com/take-the-brand-out-of-the-branded-vs-unbranded-conversation/ [https://perma.cc/7B5R-HFT8].
search costs obscures instances in which consumers and trademark owners benefit from increased search cost. In fact, others have noted that “[f]ar from harming a brand by increasing search costs, practices that require consumers to exert cognitive effort benefit brands by more actively engaging consumers.”58 This paradoxical effect cannot be explained by traditional trademark doctrine, but the paradox is resolved if trademarks are treated as brands and analyzed through the lens of brand theory.

II. BRANDS AS TRADEMARKS

As trademark law has expanded, the role of trademarks for businesses has also changed and evolved. Trademarks now add substantial value to companies as stand-alone assets. For example, Forbes recently named Google as the most valuable trademark, with a value estimated at $44.3 billion.59 AT&T came in as the tenth most valuable mark, with a value of $28.9 billion.60 Such value is due in part to the increasing roles that advertising and marketing play in both creating consumer-source associations and creating the need or desire for a particular good or service in the mind of consumers. As Laura Heymann has explained, “[w]ith the development of advertising techniques starting in the 1920s, trademarks moved from functioning primarily at the point of sale (i.e., as a heuristic for repeat customers) to having a psychological effect on consumers well before the consummation of any actual sale and a lingering effect thereafter.”61 This shift in the importance of advertising and the function of trademarks corresponds to a shift in focus from trademarks to brands (of which trademarks are only components of a larger whole).

While a trademark can be described as a symbolic indicator of the source or quality of a product, the product’s brand includes both the trademark and all the other information about the product presented to the marketplace by the trademark owner, including the product’s packaging and the various forms of marketing materials produced to sell the product.62 Stephen King, the former Director of WPP Group, the world’s largest communications and marketing services company, once remarked:

58. See McKenna, Consumer Decision-Making Theory, supra note 46, at 91.
60. See id.
62. However, some marketing theorists are so focused on the importance of the brand that they conflate the brand with the trademark. See, e.g., DAVID A. AAKER, MANAGING BRAND EQUITY: CAPITALIZING ON THE VALUE OF A BRAND NAME 7 (1991) (“A brand is a distinguishing name and/or symbol . . . intended to identify the goods or services of either one seller or a group of sellers, and to differentiate those goods or services from those of competitors. A brand thus signals to the customer the source of the product, and protects both the customer and the producer from competitors who would attempt to provide products that appear to be identical.”).
"A product is something that is made in a factory; a brand is something that is bought by a customer. A product can be copied by a competitor; a brand is unique. A product can be quickly outdated; a successful brand is timeless.\textsuperscript{63} A product new to the market will likely be sold under a trademark that fits the traditional role of such a mark; it indicates the source of the product. If the trademark for the new product is inherently distinctive, the trademark will receive legal protection absent any secondary meaning (or time-developed, consumer knowledge of the source of the product) in the marketplace.

However, that new product will not yet possess a brand identity. Famous brands possess numerous markers of identity that contribute to the overall brand image—including trademarked names (COCA COLA, HARLEY DAVIDSON), logos (the NIKE swoosh, the NBC peacock), and trade dress (the COCA COLA bottle shape, the round shape of a MOBIL gas pump)—but they also possess a story or history that has been shared with consumers. Douglas Holt explains:

A brand emerges as various “authors” tell stories that involve the brand. Four primary types of authors are involved: companies, the culture industries, intermediaries (such as critics and retail salespeople), and customers (particularly when they form communities). . . .

Brand stories have plots and characters, and they rely heavily on metaphor to communicate and to spur our imaginations. As these stories collide in everyday social life, conventions eventually form. . . . A brand emerges when these collective understandings become firmly established.\textsuperscript{64}

This brand “story” is developed first by the brand owner and its marketing efforts. In developing this story, the marketing team is likely creating a brand strategy for how the various branding efforts will be released to the consumer: through print advertisements, radio or television commercials, or even a viral or online campaign.\textsuperscript{65} The first interactions that consumers have with a new product will likely occur either at a store when

\textsuperscript{63} See id. at 1.

\textsuperscript{64} DOUGLAS B. HOLT, HOW BRANDS BECOME ICONS: THE PRINCIPLES OF CULTURAL BRANDING 3 (2004).

\textsuperscript{65} Viral marketing or viral branding is a modern marketing tactic whereby consumers are invited to assist in spreading a marketing message (with the hope that it will spread from consumer to consumer like a “virus”). Viral campaigns can be beneficial in that they appear to have more authenticity and excitement for consumers. However, brand owners run the risk that the campaign will veer off in an unintended or negative direction since the brand owner is ceding significant control to consumers. See TILDE HEDING, CHARLOTTE F. KNUDTZEN & MOGENS BJERRE, BRAND MANAGEMENT: RESEARCH, THEORY AND PRACTICE 17 (2009).
the consumer is contemplating a purchase or through print or television marketing.66

The modern approach to branding is to think of and describe the brand as if it were a person.67 Therefore, a brand can have a personality, which is typically described as the psychological personality characteristics ascribed to a brand by consumers.68 By conducting focus groups, brand owners can uncover the brand personality perceived by consumers and explore the personality characteristics that would cause such consumers to become more personally engaged with the brand.69 The goal is to then further develop marketing efforts that imbue the brand with these sought-after personality traits.

Brands are also described as having an identity.70 This is “a set of associations the brand strategist seek[s] to create or maintain” in the mind of the consumer.71 In essence, the brand identity includes the brand personality, but it must also be a more long-lasting and permanent sense of the vision and uniqueness of the brand that it serves as the “driver of all brand-related activities.”72 Marketing teams are tasked with the goal of developing a brand identity and communicating it to consumers through various types of marketing campaigns and forms of advertising.

Developing a new brand can be a very expensive undertaking. However, this expense is essential, as brand positioning and advertising are seen as “[t]he most significant contributor to the development of a brand, beyond the product itself (in the splendor of all of its tangible and intangible elements) . . . .”73 In 2013, for example, Unilever spent $195 million on U.S. advertising for its DOVE line of soaps, body washes, and hair care products.74 However, in 2002, it allegedly spent $110 million alone on the
marketing launch of its new line of DOVE hair care products. Marketing executives and researchers agree that advertising is a necessary expense:

Advertising . . . is a critically essential plank for establishing in the minds of your customers how and what to think about your offering in the absolute and relative to other products in the marketplace. Advertising contributes to the development and establishment of the brand. Really great advertising helps establish great brands and, of course, brand loyalty.

In spite of the cost of developing a brand, a company benefits greatly from the brand equity that is produced. While the monetary value of trademark assets has been said to encompass the “goodwill” of a business, it may be more accurate to say that it is a shorthand reference for all of the value contained within the relevant brand. This is the brand equity: “[T]he value, usually defined in economic terms, of a brand beyond the physical assets associated with its manufacture or provision.” Possessing a well-developed and well-known brand name translates into numerous benefits to the brand owner, including the ability to spend less money introducing new product extensions. Established brands have also been found to be more immune to competitor price fluctuations and promotions: “Brand loyalty, long a central construct in marketing, is a measure of the attachment that a customer has to a brand. . . . As brand loyalty increases, the vulnerability of the customer base to competitive action is reduced.”

Brand loyalty is especially important to companies now that there is significantly more competition and significantly more products and services than ever before. Marketers routinely use price promotions and sales to encourage fickle customers to try the next new product in a category. To combat this competitive environment, companies must either enter into this battle of price promotions or develop brand loyalty. The varied benefits stemming from solid brand development are recognized in

76. CZERNIAWSKI & MALONEY, supra note 73, at 9.
77. See Biel, supra note 66, at 69.
78. See Rajeev Batra, Donald R. Lehmann & Dipinder Singh, The Brand Personality Component of Brand Goodwill: Some Antecedents and Consequences, in BRAND EQUITY & ADVERTISING: ADVERTISING’S ROLE IN BUILDING STRONG BRANDS, supra note 66, at 83, 83 (“Brand names are regarded among the most valuable assets owned by a company. A well-known and well-regarded brand name—one with a high level of equity or goodwill—can often be extended into new product categories, in a way that saves the extending company many of the expenses of establishing a new brand name. As a consequence, companies acquiring others pay significant asset valuation premiums for the portfolio of brand names that are acquired.” (emphasis added) (citation omitted)).
79. See Aaker, supra note 62, at 39.
80. See CZERNIAWSKI & MALONEY, supra note 73, at xix.
merger and acquisition scenarios, whereby investors and purchasers will pay a premium that reflects brand equity.\footnote{See David A. Aaker & Alexander L. Biel, Brand Equity and Advertising: An Overview, in Brand Equity & Advertising: Advertising’s Role in Building Strong Brands, supra note 66, at 1, 1 ("Philip Morris purchased Kraft for more than six times its book value. In his 1989 keynote address to the Advertising Research Foundation, Hamish Maxwell, the man behind the acquisition, emphasized that he was buying strong brands.")} Currently, Forbes ranks Apple as the most powerful brand: it is valued at $145.3 billion.\footnote{See The World’s Most Valuable Brands, Forbes, http://www.forbes.com/powerful-brands/list/ (last visited Mar. 1, 2016).} Apple’s yearly advertising spending of $1.2 billion was significantly less than the $4 billion spent by Samsung (ranked as the seventh most powerful brand by Forbes), which demonstrates the financial impact of brand loyalty since Apple is said to “re[y] on its avid fan base more than Madison Avenue to promote its products.”\footnote{See Kurt Badenhausen, Apple and Microsoft Head the World’s Most Valuable Brands 2015, Forbes (May 13, 2015, 9:57 AM), http://www.forbes.com/sites/kurtbadenhausen/2015/05/13/apple-and-microsoft-head-the-worlds-most-valuable-brands-2015/.
}

A. Brands and Marketing Theory

Marketing scholars began studying brands in earnest in the 1990s, drawing on a variety of scientific disciplines, including economics, consumer research, organizational behavior, psychology, sociology, and anthropology.\footnote{See Heding et al., supra note 65, at 4.} The earliest brand research was based on economic theory and studied brands with the goal of determining how to optimize sales. Under this approach, it was believed that optimal sales would result from the correct marketing mix of the “Four Ps”: price, product, place, and promotion.\footnote{See id. at 37.} The goal of a brand manager was to study economic theory to determine the proper balance of costs and revenue related to these four factors. In this model of branding, consumers played a passive role and were assumed to simply receive marketing messages and then respond in a rational fashion to those messages in determining whether to buy the relevant product at the set price point.\footnote{See id. at 31.}

Subsequent research recognized that consumers are not always so passive or so rational in making purchasing decisions. The economic approach struggled to explain why a consumer may pay a higher price for a brand name product when there is an equivalent, cheaper product sold next to it on the same shelf in the grocery store. Therefore, the next wave of branding research focused more on the relationship between the consumer and the brand.

As part of this focus on the consumer, brand identity became an essential focus, and it included both an understanding of consumer perceptions of the brand owner (or corporate identity) as well as an analysis of
how consumers are personifying the brand (and developing its perceived brand personality).\textsuperscript{87} To study this dyadic relationship between brand and consumer, researchers began to use both quantitative and qualitative techniques, which added detailed interviews and home studies to the traditional use of consumer surveys and quantitative focus group testing.\textsuperscript{88} The underlying assumption is that a strong and well-developed brand personality can help to increase consumer attachment to a brand.\textsuperscript{89} In order to create this strong personality and brand identity, brand owners must engage with consumers in an ongoing discourse to determine how the brand is perceived.\textsuperscript{90} The brand owner is then able to change its marketing message in order to change consumer perceptions in a manner that will increase sales and consumer loyalty.\textsuperscript{91}

Recent research into brand communities takes the brand–consumer relationship a step further by also incorporating the relationship between consumers.\textsuperscript{92} Focus is now on the “brand triad.”\textsuperscript{93} This approach recognizes that other consumers can impact how a single consumer views a brand; consumers receive official messages from brand owners, as well as numerous unofficial messages about the brand from other consumers.\textsuperscript{94} As discussed in more detail below, this is a more complex view of branding that is heralded as providing insights into the future of branding, and a robust theory of trademark law should be able to account for it.

B. A Brand Theory of Trademark Law

In order to better understand modern trademark law’s evolution and expansion, trademark law must be viewed through brand theory. According to Deven Desai in his foundational work explaining the brand theory approach to trademark law, “trademarks have moved far beyond the commercial sphere. Trademarks have become brands; that is, they now are more about allowing corporations to protect reputation and persona than preventing unfair competition and advancing consumer protection.”\textsuperscript{95} While this statement reflects the new role of the brand as a reputational asset to a corporation, the brand encompasses more than just product or corporate reputation. Desai continues elsewhere:

The noncorporate dimension of branding involves consumers and communities as stakeholders in brands. Consumers

\textsuperscript{87} See id. at 23.
\textsuperscript{88} See id.
\textsuperscript{89} See id. at 118.
\textsuperscript{90} See id. at 118–20.
\textsuperscript{91} See id.
\textsuperscript{92} See id. at 182.
\textsuperscript{93} See id. at 183.
\textsuperscript{94} See id. at 182–85.
often buy branded goods not for their quality but as badges of loyalty, ways to express identity, and items to alter and interpret for self-expression. Some consumers form brand communities which either evangelize or police brand meaning and corporate practices. From the perspective of trademark law, this behavior presents a problem; from the perspective of brand scholarship, it is both ordinary and expected.\footnote{See Desai, From Trademarks to Brands, supra note 19, at 986 (footnotes omitted).}

When trademark law is analyzed using brand theory, two things become clear. First, brand theory helps to explain the expansion of trademark law with regard to initial-interest confusion, post-sale confusion, and dilution. By widening one’s understanding of trademarks from simple symbols for source differentiation to components of a larger brand, one can better understand the creation of these causes of action and their logical boundaries. Second, brand theory also highlights a current weakness in trademark law with regard to its view of the role of consumers: “[T]rademark law champions corporations as the sole custodians of trademark meaning. . . . Trademark law thus clings to the model of the firm as the one with the exclusive power to develop the brand and to control its meaning.”\footnote{See id. at 983–84.} Instead, trademark law must recognize the active role that consumers now play in the development of brands. In doing so, it will need to allow for more interplay between the trademark owner and the consumer in order to accurately reflect modern marketing reality.

C. Brand Theory and Trademark Expansion

Viewing trademarks through the lens of brand theory, initial-interest confusion, post-sale confusion, and dilution can be conceptualized as developments that assist trademark owners in protecting their brand. Rather than simply preventing source confusion or reducing consumer search costs, these causes of action recognize the investments being made by trademark owners in the larger notion of the trademark-affiliated brand. For example, initial-interest confusion has been maligned by some commentators because it allows an action for infringement when the consumer is not actually confused at the time of the purchase of the good or service.\footnote{See, e.g., Glynn S. Lunney, Jr., Trademarks and the Internet: The United States’ Experience, 97 TRADEMARK REP. 931, 936 (2007) (arguing against initial-interest confusion as “muddled” over-expansion of trademark law); Jennifer E. Rothman, Initial Interest Confusion: Standing at the Crossroads of Trademark Law, 27 CARDOZO L. REV. 105 (2005) (arguing for “pre-sale confusion” instead of initial-interest confusion).} Initial-interest confusion is said to occur, for example, when a consumer is drawn to a store by advertisements for a well-known trademarked good. Upon arriving at the store, the trademarked good is not available, so the consumer decides to buy a competitor’s product instead.
The consumer may have been misled about the availability of the trademarked good (and may have incurred some transaction costs in seeking out this particular store), but the consumer is not mistaken about the source of the product purchased. The consumer has the option of leaving the store but opts to buy the competitor’s product instead.

Under some circumstances, courts have permitted trademark owners to obtain damages for trademark infringement based solely on this initial pre-sale confusion. However, a brand-centric view of trademark law recognizes that initial-interest confusion is a form of unfair competition that can directly harm the truthful advertising efforts of the trademark owner. Substantial investment in truthful advertising is necessary to the development of an iconic brand. As such, initial-interest confusion can be seen as addressing a commercial injury to that brand investment.

Post-sale confusion, on the other hand, occurs when a consumer buys counterfeit merchandise. Even though the consumer is aware of the fact that the item is counterfeit and therefore is not confused as to the source of the good, courts have found infringement in post-sale confusion cases based on the fact that third parties unconnected to the actual sale may mistakenly believe that the item is a genuine, trademarked good. As such, the trademark owner may be harmed by the mental association of the potentially inferior counterfeit good with the trademark, thereby lessening the perceived prestige of the trademark and its genuinely affiliated goods. Again, the actual consumer in such a scenario was not confused about the source of the good, so this cause of action does not reflect the original underpinnings of trademark law. Liability for post-sale confusion does not prevent consumer confusion or reduce consumer search costs. However, it does support branding efforts. By allowing trademark owners to sue for such counterfeiting where direct consumers are not confused, courts are again supporting the investment of business owners in the larger concept of a brand.

Dilution might be the most criticized of the recent expansions of trademark law. It has been called “a fundamental shift in the nature of

99. See, e.g., Dr. Seuss Enters., L.P. v. Penguin Books USA, Inc., 109 F.3d 1394, 1405 (9th Cir. 1997) (“Sixth, the use of the Cat’s stove-pipe hat or the confusingly similar title to capture initial consumer attention, even though no actual sale is finally completed as a result of the confusion, may be still an infringement.”); Mobil Oil Corp. v. Pegasus Petroleum Corp., 818 F.2d 254, 260 (2d Cir. 1987) (“As explained above, the district court’s concerns focused upon the probability that potential purchasers would be misled into an initial interest in Pegasus Petroleum. Such initial confusion works a sufficient trademark injury.”).

100. See Desai, From Trademarks to Brands, supra note 19, at 1025 (“[I]nitial-interest confusion doctrine has little to do with rational choice problems that traditionally animate trademark law.”).

101. See supra note 54.

102. See supra note 19, at 1025.

trademark protection" and may signal an expansion of trademark rights at the expense of the public domain. Under the federal Trademark Dilution Revision Act of 2006, the holder of a “famous mark” may now bring a dilution claim against a junior user of a mark if the junior user’s use is “likely to cause dilution by blurring or dilution by tarnishment of the famous mark . . . .” The statute expressly states that a dilution claim may be brought “regardless of the presence or absence of actual or likely confusion, of competition, or of actual economic injury.” Given the broad nature of this cause of action, critics of dilution liability note that “holders of famous marks can sue junior users even when the junior user does not compete with the mark holder, there is no likelihood of confusion, or there is no quantifiable economic harm.”

These criticisms all highlight the underlying problem that dilution law does not easily follow from a traditional, consumer-focused theory of trademark protection. Dilution is not about reducing search costs or increasing the amount or quality of information available to consumers. Instead, it is explicitly about protecting the trademark owner: “[D]ilution law is producer-focused rather than consumer-focused: It seeks to prevent diminution in the value of a famous mark stemming from the use of the mark by someone other than the trademark holder.” Congress took a brand view of trademarks when it drafted and passed this federal dilution act; such focus can be clearly seen in Congress’s explanation that the law was intended to protect “the substantial investment the owner has made in the mark and the commercial value and aura of the mark itself.” If trademark law is reframed as a law of brand protection, dilution law becomes less incongruous. Dilution law expressly protects the owners of famous marks to dilute the selling power of the mark in connection with the first class of products to which it was attached.”; Mary LaFrance, No Reason to Live: Dilution Laws as Unconstitutional Restrictions on Commercial Speech, 58 S.C. L. Rev. 709, 711 (2007) (arguing federal and state dilution states are unconstitutional restraints on commercial speech); Mark A. Lemley, The Modern Lanham Act and the Death of Common Sense, 108 Yale L.J. 1687, 1698 (1999); Margaret Jane Radin & R. Polk Wagner, The Myth of Private Ordering: Rediscovering Legal Realism in Cyberspace, 75 Chi.-Kent L. Rev. 1295, 1305 (1998) (“Owners of ‘famous’ marks can use this statute to capture the domain name they want, even if someone else got it first, but owners of non-famous marks seem to be out of luck.”).

104. See Lemley, supra note 103, at 1698.
105. See Radin, supra note 103, at 1305.
106. A famous mark is statutorily defined as a mark that is “widely recognized by the general consuming public of the United States as a designation of source of the goods or services of the mark’s owner.” 15 U.S.C. § 1125(c)(2)(A) (2012).
107. See id. § 1125(c)(1).
108. See id.
mous marks, and those famous marks became well-known enough to justify this protection through the use of substantial branding techniques.\textsuperscript{112} Therefore, dilution law encourages substantial investment in branding and rewards those companies that have made such an investment by allowing them to safeguard their brand from the more subtle blurring or tarnishment injuries that may be caused by non-competitors.

\textbf{D. Brand Theory and Consumer Involvement}

While brand theory can be used to better understand the legal shifts in modern trademark law, it also highlights the fact that trademark law turns a blind eye to the changing relationship between brands (and thus trademarks) and consumers. Traditionally, trademark law placed consumers in the role of passive parties needing protection from confusing advertising tactics. The law’s focus on the likelihood of confusion highlights this approach. However, brand owners are increasingly asking consumers to engage with their brands, including by participating in market research to help develop boundaries on the brand’s perceived “personality,” as well as by actively spreading marketing information through viral or word-of-mouth campaigns.\textsuperscript{113} Noting this growing role for consumers in branding efforts, Laura Heymann argues, “If trademark law recognized the active work that consumers do in engaging with trademarks, it would incorporate a theory of the consumer that sees him as capable of engaging with these trademark associations without the law’s interference.”\textsuperscript{114}

While it is true that a brand concept is initially developed by the brand owner and that initial communications regarding the brand will come from that owner, consumers will have a variety of interactions with and influence on that brand once the product and its brand image are made public. At the very least, the consumer must be recognized as someone who “not only perceives the trademark as a source identifier but who also can call to mind (and then accept or reject) the various associations the mark comprises.”\textsuperscript{115}

\textsuperscript{112} See id. ("In other words, criticisms that dilution is far removed from trademark law’s search-cost and consumer-focused foundations are accurate but miss the point that trademark law has already imported a brand perspective into its doctrine. Dilution, like the other brand-based extensions of trademark law in recent times, can be seen as merely the most obvious iteration of that view.").

\textsuperscript{113} See, e.g., Tomi T. Ahonen & Alan Moore, Communities Dominate Brands: Business and Marketing Challenges for the 21st Century 220–22 (2005) (citing examples of consumer involvement in marketing of Ford Escape and Firefox web browsers); see also Luis V. Casaló, Carlos Flavián & Miguel Guinaliu, Promoting Consumer’s Participation in Virtual Brand Communities: A New Paradigm in Branding Strategy, 14 J. Marketing Comm. 19, 19–20 (2008) (“Indeed, more and more firms are starting to use several online tools (e.g. chats, forums, etc.) to contact their consumers and to allow interaction among them.").

\textsuperscript{114} See Heymann, supra note 61, at 655.

\textsuperscript{115} See id. at 654.
Deven Desai notes the many ways that a brand may be used by these intersecting stakeholders:

A company uses brands to provide product information to consumers, but it also uses brands to enhance the overall corporate image as the company pursues a full range of business goals. Consumers may, of course, use brands to find products. But consumers may simultaneously use brands as expressions of individuality and identity as they take a brand and alter it to match what they see as the meaning of the brand and how that meaning relates to their self-image or message. Communities may also engage with a brand as a symbol about which they wish to comment and share both positive and negative information.¹¹⁶

This connection between brands and consumers can be valuable for the consumer as well as for the brand owner.

Some customers develop intense emotional connections with brands and with the trademarks connected to those brands. Douglas Holt has conducted research on iconic brands and found that:

Customers value some products as much for what they symbolize as for what they do. For brands like Coke, Budweiser, Nike, and Jack Daniel’s, customers value the brand’s stories largely for their identity value. Acting as vessels of self-expression, the brands are imbued with stories that consumers find valuable in constructing their identities.¹¹⁷

In this way, consumers find emotional and psychological value in associating with certain brands. Some consumers even join brand communities to further cement these connections within the larger community of consumers. A brand community is defined as “a specialized, non-geographically bound community, based on a structured set of social relationships among admirers of a brand.”¹¹⁸ Frequently these communities form online as virtual communities.¹¹⁹ Branded communities are unique when compared to more traditional communities founded based on shared geography or shared affinities, because at the center of the community is a

¹¹⁶. See Desai, From Trademarks to Brands, supra note 19, at 988–89.
¹¹⁷. See Holt, supra note 64, at 3.
¹¹⁹. See Royo-Vela & Casamassima, supra note 118, at 518 (“A virtual community is defined as the integration of a group of individuals using the internet to maintain social relations around a common interest.” (citation omitted)). See generally Howard Rheingold, THE VIRTUAL COMMUNITY: HOMESTEADING ON THE ELECTRONIC FRONTIER (1993).
branded good or service. However, the psychological factors that bring the members together to form the community, the foundational principles required to identify such a group as a community, and the benefits received by members are all consistent with other, more traditional types of communities: “Like other communities, [a brand community] is marked by a shared consciousness, rituals and traditions, and a sense of moral responsibility.”

The first indicator of community, “[c]onsciousness of kind[,] is the intrinsic connection that members feel toward one another, and the collective sense of difference from others not in the community,” It is a shared sense of belonging. In their 2001 ethnographical study that laid the foundation for modern brand community research, Albert Muniz Jr. and Thomas O’Guinn investigated three brand communities through interviews conducted with community members located in a Midwestern town. They found evidence of all three community characteristics, listed above, in the brand communities studied. With regard to consciousness of kind, the investigators noted that community members felt a strong connection to the brand but an even stronger connection to one another. Members felt that they could describe other members without having met them.

This statement encompasses ideas of “legitimacy” and “oppositional brand loyalty”—two ways in which members establish themselves as insiders versus outsiders. In the brand community formed around Saab cars in the study mentioned above, members felt that “legitimate” members were ones who purchased the car for the right reasons: in appreciation of the durability of the car. More recent purchasers, those who purchased based on trends or current advertising, were not “making a long-term commitment” and thus were deemed illegitimate. Additionally, oppositional brand loyalty was one of the strongest ways in which community members defined themselves. Members of the Macintosh computer brand community were fervently opposed to Microsoft and its products. Community websites would frequently lambast and demonize Bill Gates

120. See Muniz & O’Guinn, supra note 118, at 412.
121. See Holt, supra note 64, at 4 (“Conventional branding models largely ignore how brands buttress consumer identities.”).
122. See Muniz & O’Guinn, supra note 118, at 413.
123. See id.
124. See id.
125. See id. at 415.
126. See id. at 426.
127. See id. at 418.
128. See id.
129. See id. at 419–20; see also Heiding et al., supra note 65, at 189.
130. See Muniz & O’Guinn, supra note 118, at 419.
131. See id.
132. See id. at 420.
133. See id.
and Microsoft as evidence of the website developer’s (and the community’s) dedication to the community’s core beliefs. If a community member violates this oppositional brand loyalty by purchasing a competing product, the member’s legitimacy as part of the community will be questioned.

The second indicator of community is the existence of shared rituals and traditions. Rituals and traditions “perpetuate the community’s shared history, culture, and consciousness.” Rituals also “help to reproduce and transmit the community’s meaning in and outside of the community.” The rituals in brand communities may be small undertakings, such as honking or flashing one’s lights when a Saab brand community member encounters another Saab driver on the road. However, these are shared rituals, and they work to reinforce community values and strengthen the consciousness of kind discussed above. Another common ritual among brand communities is repetitive story-telling regarding the brand’s history or origin. Saab brand community members were found to often repeat the same basic origin story (focused on the fact that Saab first developed airplanes) at both meetings and on the numerous community-created websites. Members show evidence of their legitimacy by reciting the agreed-upon history of the brand, where such a story may have been gleaned from the original community members or may result from the brand owner’s own marketing efforts.

The third and final indicator used to define a community is a perceived sense of moral responsibility, which manifests as “a felt sense of duty or obligation to the community as a whole, and to its individual members.” A shared sense of moral responsibility helps communities to recruit new members and retain current members. In brand communities, “[m]oral responsibility also includes looking out for and helping other members in their consumption of the brand.” Members of the Saab and Macintosh communities indicated that they felt a responsibility to help other users of Macintosh computers or Saab cars—whether they were current members or not—when their computer or car was malfunctioning. This responsibility included an obligation to share information and resources related to the brand, such as details about newly released

134. See id.
135. See id. at 420–21.
136. See id. at 413.
137. See Royo-Vela & Casamassima, supra note 118, at 520.
138. See Muniz & O’Guinn, supra note 118, at 422.
139. See id.
140. See id.
141. See id.
142. See id. at 413.
143. See id. at 425.
144. See id.
products or opinions regarding the best repair businesses. This moral responsibility provides a virtually free way for companies to distribute information among customers and to encourage consumer engagement.

Moreover, marketing research indicates that companies should consider setting up brand communities as a way to enhance consumers’ levels of satisfaction and commitment to brands. In studies of brand communities, including online virtual brand communities, simply registering for the community boosts consumer satisfaction, stated levels of affective commitment to the brand, and the likelihood of positive word-of-mouth activities by the registered consumer. Active participation in the brand community brings higher levels of satisfaction and commitment than merely passive belonging. This is an especially exciting finding for brand owners, as other studies have found that consumers are increasingly likely to mistrust and dislike traditional forms of advertising. Perhaps this research underlies the current enthusiasm among marketing professionals regarding brand communities, with some marketing websites calling 2015 “the year of the brand community.”

Numerous studies have shown that participation in a brand community influences participants’ behaviors. For example, members feel obligated to disparage other similar products by competitors. Participation increases consumer loyalty toward the brand around which the community is developed, and that loyalty can result in a greater likelihood of repeat purchases for the brand owner. Additionally, a high level of satisfaction stemming from brand community participation has been shown to lead to an increase in the amount of positive word-of-mouth ad-

145. See id.
146. See Royo-Vela & Casamassima, supra note 118, at 538.
147. See id.
148. See id.
149. See Michael Trusov, Randolph E. Bucklin & Koen Pauwels, Effects of Word-of-Mouth Versus Traditional Marketing: Findings from an Internet Social Networking Site, 73 J. Marketing 90, 90 (2009) (noting that, when comparing surveys of consumer perceptions from 2002 to 2004, “40% fewer people agree that advertisements are a good way to learn about new products, 59% fewer people report that they buy products because of their advertisements, and 49% fewer people find that advertisements are entertaining”).
151. See John W. Schouten & James H. McAlexander, Subcultures of Consumption: An Ethnography of the New Bikers, 22 J. Consumer Res. 43, 53 (1995) (noting that community of Harley-Davidson owners bond over shared sense of heritage or tradition that leads to criticism of Japanese motorcycles because of “perceived disdain of Japanese manufacturers for tradition, as demonstrated by the frequent introduction of new models and the extinction of others after only a few years. Harley-Davidson, in contrast, emphasizes a continuity that connects its newest motorcycle in a direct line of ancestry to its earliest prototype”).
152. See Casaló et al., supra note 113, at 31; see also Royo-Vela & Casamassima, supra note 118, at 520.
Advertising that is shared by community members about the product or company. Word-of-mouth (WOM) advertising has been shown to be more effective at persuading purchasers and to have a significant positive effect on post-purchase product perceptions. Overall, word-of-mouth communication among brand community members has been found to be much more effective than traditional advertising activities in stimulating sales.

Additionally, some research suggests that brand owners would receive more of the benefits described above if they allowed consumers to develop their own brand communities independent of the brand owner. Past consumer behavior research suggests that consumers tend to view corporations' marketing strategies (including corporate-sponsored brand community development) in a cynical fashion and assign exploitative motivation to even purely altruistic promotions. However, research has also shown that consumer-created online brand communities engender higher intrinsic motives of altruism than a similar marketer-created online brand community. By allowing consumer-created brand communities to develop and flourish, brand owners can receive numerous benefits without suffering from the negative connotations consumers ascribe to traditional, corporate-generated marketing.

E. The Trademark–Brand Disconnect

If consumer-initiated branding is as beneficial to brand owners as the marketing research suggests, it seems incongruous that brand owners like IKEA would take actions to stop it. However, trademark law contains en-
meshed duties and burdens placed on trademark owners that cause them to fear the loss of their trademark rights if they fail to take action against use of their mark by any third parties, including the trademark owner’s own fans. These risks include the potential for genericide and abandonment for failure to police a mark or failure to maintain quality control if the mark is licensed. Moreover, consumer-initiated brand activities are increasingly likely to be characterized as “confusing” (and thus infringing) because of the way trademark confusion has been broadened to protect brand owner interests in other contexts.

1. **Genericide and the Duty to Police**

   While trademark law may be expanding in an attempt to protect the investment interests of brand owners, it is still ill-suited to address the push for greater consumer involvement in branding and in brand community development. Trademark owners have long been advised to monitor and “police” third-party uses of trademarks identical to or similar to their own. This obviously would include consumer-initiated activities involving the owner’s trademarks. The advice to trademark owners to police such use is intended to prevent genericide and abandonment and to stop infringement.\(^{159}\) Trademark owners feel that they must remain vigilant in this regard in order to avoid a determination by a court or by the United States Patent and Trademark Office (USPTO) that they have abandoned their trademark.

   A trademark will be deemed “abandoned” under Section 1127 of the Lanham Act when “its use has been discontinued with intent not to resume such use” or when “any course of conduct of the owner, including acts of omission as well as commission, causes the mark to become the generic name for the goods or services on or in connection with which it is used or otherwise to lose its significance as a mark.”\(^{160}\) When broken down into its bare elements, Section 1127 indicates that abandonment can occur in three ways:

   (1) a trademark owner intends to abandon the mark and thus discontinues its use, (2) a trademark owner, through overt acts or omissions, allows the mark to become the generic name for the good or service with which it has been used, or (3) a trademark owner, through overt acts or omissions, allows the mark to lose its significance as a mark (such that it no longer identifies the source of the good or service to a consumer).\(^{161}\)

---

159. See William T. Gallagher, *Trademark and Copyright Enforcement in the Shadow of IP Law*, 28 Santa Clara Computer & High Tech. L.J. 453, 490 (2012) (“The interviewed lawyers often cited a need to ‘police’ their clients’ trademarks and copyrights. They explained that the failure to do so on any particular occasion could lead to difficulties in enforcing rights against other targets in the future.”).


161. See Kiser, *supra* note 17, at 225.
The resulting “duty to police” third-party trademark usage that was spawned from these grounds for abandonment is now considered a bedrock principle of trademark law. Some scholars have argued that the uncertain boundaries of trademark law’s duty to police have led to aggressive and exaggerated responses by some trademark owners to minor, perceived threats by third parties—activity that has been called “trademark bullying” in trademark scholarship and the popular media. When brand owners attempt to stop consumer-initiated brand activities, they are often called trademark bullies. IKEA was barraged with intense criticism from both consumers and the press when it sent its cease-and-desist letter to the owner of the IKEAhackers website. However, brand owners often describe their actions as a necessary response dictated by trademark law’s duty to police. Setting aside brand owners intending to abandon a mark under Section 1127, brand owners are concerned with consumer activities that may lead to genericide or may cause the mark to lose its source-identifying significance. Genericide is a term used to describe the process through which a distinct trademark loses its ability to signify the source of the good or service product with which it has been previously connected because the mark is now known by consumers as a generic term. When genericide occurs, the trademark comes to be

162. See generally 6 McCarthy, supra note 32, § 31:38.
164. See Manta, supra note 163, at 854 (“[A] trademark bully is usually a large company that seeks to put an end to behavior by individuals and small businesses that it perceives as a danger to its own intellectual property even though its legal claims against these other parties are spurious or non-existent.”); see also, e.g., Loten, supra note 165 (discussing instance of trademark bullying).
165. See Campbell-Dollaghan, supra note 13; Doctorow, supra note 13; Karmon, supra note 13.
166. See, e.g., Gallagher, supra note 159, at 490.
167. See Kiser, supra note 17, at 239 (“[T]rademark law imposes limitations on what bullies feel are acceptable settlement terms, as they [ ] must also protect against genericide.”); Manta, supra note 163, at 858 (“Trademark bullying is a touchy problem because the law does require owners to police their marks if they want to maintain exclusive rights in their marks and prevent so-called ‘genericide.’”)
168. See Desai & Rierson, supra note 6, at 1790.
known as the generic term used to describe the whole category of goods in which that particular product exists.¹⁶⁹

The history of the Aspirin trademark is one of the most commonly cited examples of genericide. Aspirin was once used by Bayer Company as a fanciful trademark in connection with its acetyl salicylic acid pain reliever.¹⁷⁰ When a defendant in an infringement suit argued that the mark had become the generic term used by consumers to refer to all such pain relievers produced by any manufacturer, the court in *Bayer Co. v. United Drug Co.*¹⁷¹ held that the trademark Aspirin had lost its source-identifying significance.¹⁷² That holding meant that *aspirin* had become a generic term available in the public domain to any of Bayer’s competitors producing acetyl salicylic acid.¹⁷³

In addition to the risk posed by genericide, a mark can also be deemed abandoned under the Lanham Act if it loses its significance as a mark.¹⁷⁴ A mark that has lost such significance can no longer identify the source of a particular good or service to consumers. It is not the generic label for the product class, as is the case for marks that have become generic, but it fails to serve the foundational purpose of a trademark, which is to provide the shorthand link between the product and its source.¹⁷⁵ The direct link between product or service and its source has been severed. Trademark significance, as it pertains to abandonment, has been explained by the Court of Appeals for the Federal Circuit:

> Without question, distinctiveness can be lost by failing to take action against infringers. If there are numerous products in the marketplace bearing the alleged mark, purchasers may learn to ignore the “mark” as a source identification. When that occurs, the conduct of the former owner, by failing to police its mark, can be said to have caused the mark to lose its significance as a mark.¹⁷⁶

¹⁶⁹. *See id.* at 1789–90.
¹⁷⁰. *See generally* *Bayer Co. v. United Drug Co.*, 272 F. 505 (S.D.N.Y. 1921).
¹⁷¹. 272 F. 505 (S.D.N.Y. 1921).
¹⁷². *See id.*
¹⁷³. *See id.*
¹⁷⁵. *See Nat’l Football League v. Governor of Del.*, 435 F. Supp. 1372, 1389–90 (D. Del. 1977). The “loss of significance” grounds for abandonment is often confused with the defense of acquiescence (a defense that can be raised when a plaintiff was aware of the defendant’s infringing use of a mark and failed to take action for an unreasonable period of time). *See id.* Treatise author Thomas McCarthy once explained the distinction as follows: “Acquiescence should not be confused with abandonment of trademark rights. The defense of abandonment results in a loss of rights as against the world, while the defense of acquiescence merely results in a loss of rights as against one defendant.” *Id.* at 1389 (quoting 6 *McCarthy*, *supra* note 32, § 31:14).
This duty to police serves as a justification for bully-like behavior by trademark owners. However, the risk of losing one’s trademark as a result of insufficient policing of the mark is quite low. Courts have frequently held that failure to police third-party use of a trademark is not sufficient to cancel protection of the mark absent genericide or substantial loss of trademark significance. The dispositive factor in cases where courts have terminated trademarks is not a lack of policing, but whether the trademark owner demonstrated intent to abandon the mark or allowed the mark to be used so freely that it no longer was a distinct source indicator. Courts must find facts sufficient to meet a “high burden of proof” when deciding whether abandonment has occurred, and that burden is rarely met.

However, trademark owners and their counsel are likely aware of the few instances in which genericide and loss of significance abandonment have occurred. Those instances, while incredibly rare and based on unique factual circumstances, remain salient. Given the risk-averse nature of attorneys and the cognitive biases that may amplify perceptions of such risk, many brand owners are hesitant to allow consumer-initiated brand activities, even though marketing research advocates their encouragement.

This disconnect between perceived duties under trademark law and the marketing interests of brand owners is evidence of the uneasy manner in which trademark law has attempted to accommodate the growth of brands in the modern economy. When consumers associate themselves

177. See, e.g., Gallagher, supra note 159, at 490.
178. See, e.g., Wallpaper Mfrs., 680 F.2d at 766.
179. See, e.g., Saxlehner v. Eisner & Mendelson Co., 179 U.S. 19 (1900) (confirming Second Circuit’s holding that plaintiff could no longer enforce her rights in mark HUNYADI for bottled water because mark had become generic in eyes of consumers); Acme Valve & Fittings Co. v. Wayne, 386 F. Supp. 1162, 1167 (S.D. Tex. 1974) (finding intent to abandon due to discontinuance of manufacture, selling off of all inventory, and failure to renew trademark registration).
181. See Kiser, supra note 17, at 230 (“Between the date of registration of the mark in 1905 and the start of the cancelation proceeding on June 25, 1924, the defendant trademark owner in this case had allowed numerous competitors to sell high quantities of the same basic product under the ‘Milk of Magnesia’ mark. The Second Circuit determined that the defendant ‘had taken no steps whatever to assert its rights, and had really ignored the extensive use by others.’ Such blatant disregard for the trademark allowed it to become abandoned, because the mark ‘no longer indicat[ed] [sic] the origin of the goods sold under it.’” (footnotes omitted) (citing McKesson & Robbins, Inc. v. Charles H. Phillips Chem. Co., 53 F.2d 342, 344–45 (2d Cir. 1931))).
182. See id. at 225.
with a brand community or engage in brand-related activities (like hosting brand fan websites), they are not detracting from the original source identifying nature of the mark; rather, the mark is still being used by the brand owner to identify itself as the source of the good or service. Often, consumer-initiated activity supports the brand owner’s desired source identification because brand fans are quick to highlight the benefits of that specific source and to direct other consumers to the brand owner’s official resources.183 In this way, consumer-initiated brand activity builds the strength of the brand and the source-related associations made in the mind of new consumers or new fans of the brand.

Additionally, the risk of genericide for brand owners that allow brand communities and other consumer-initiated activity is likely the same as the risk faced by more conservative businesses. Genericide has long been seen as a risk faced by companies that become popular or famous.184 If you are an early entrant into a product category (like Xerox) or control the majority of the market share in that category (like Google), consumers may conflate your trademark with that product class. These scenarios posed a risk long before the advent of modern branding, and that risk remains relatively unchanged. However, brand owners may be able to use brand communities and loyal brand fans to combat this risk. Currently, trademark owners use marketing and informational campaigns to combat this problem.185 In such campaigns, trademark owners routinely ask customers for help in preventing genericide. They explain the proper and improper ways to use the company’s marks. This seems like a ripe opportunity for enlisting the help of one’s brand community filled with loyal consumers willing to help lessen the risk of genericide. While logic and marketing literature would suggest that consumer involvement in branding may strengthen a company’s trademarks, trademark law’s abandonment rules and duty to police are not aligned with this aspect of branding.

2. Criticism of Trademark Expansion

While trademark law can be described as having expanded to protect the investments trademark owners are making into their brands, there are numerous reasons to question whether this expansion was in the best interest of branding or of trademark law in general. Numerous scholars have argued that the expansion of trademark law to allow remedies for dilution, initial-interest confusion, sponsorship confusion, and post-sale

183. For a discussion of Saab and Macintosh owners who perform this function, see supra notes 125–44 and accompanying text.
184. See Kiser, supra note 17, at 225–26 (discussing how cognitive biases may lead to overly aggressive litigation tactics of trademark owners).
confusion has broadened the idea of confusion to absurd levels.\textsuperscript{186} As federal trademark law gets its congressional authority through the Commerce Clause, trademarks should be protected as a means of preventing trade diversion and consumer deception (which was the historical goal in preventing “passing off”).\textsuperscript{187} However, as trademark law has grown to protect the property-like investment interests of brand owners, it has veered away from this focus. Trademark law’s likelihood of confusion standard now allows trademark owners to sue for any confusion, even when it is irrelevant to the purchasing consumer, because any confusion could potentially increase search costs for that consumer.\textsuperscript{188} Some scholars have argued that this paternalistic approach to trademark law, which protects consumers from all manners of possible confusion, is not supported by current cognitive science research on consumer decision-making.\textsuperscript{189} Consumers simply do not need to be coddled in this fashion.\textsuperscript{190}

\textsuperscript{186.} See, e.g., Lemley, supra note 103, at 1708 (“But when trademark law reaches beyond that—when it precludes a haberdasher from selling a hat with the ‘Cowboys’ logo, even when the circumstances preclude a finding of consumer confusion—it has left its theoretical foundations.”); Mark A. Lemley & Mark McKenna, Irrelevant Confusion, 62 SEAN. L. REV. 413, 414 (2010) [hereinafter Lemley & McKenna, Irrelevant Confusion] (“[T]rademark law has taken the concept of confusion too far.”); William McGeeveran, Rethinking Trademark Fair Use, 94 IOWA L. REV. 49, 51 (2008) [hereinafter McGeeveran, Rethinking Trademark Fair Use] (“Many observers warn that this increased scope of trademark protection threatens free speech, including both dissemination of useful commercial information and discussion, critique, or parody about famous brands and the culture they embody.”); McKenna, Consumer Decision-Making Theory, supra note 46, at 70 (“Thus, over the course of the last century, we have moved from a system in which confusion was actionable only insofar as it related to the particular end of trade diversion to one in which confusion itself defines the cause of action. Trademark law, in other words, now abstracts away from consumer decisions and targets confusion ‘in the air.’”).

\textsuperscript{187.} See Lemley, supra note 103, at 1708 (“The point of trademark law has never been to maximize profits for trademark owners at the expense of competitors and consumers.”).

\textsuperscript{188.} See Lemley & McKenna, Irrelevant Confusion, supra note 186, at 414 (“[C]ourts expanded the range of actionable confusion beyond confusion over the actual source of a product—trademark law’s traditional concern—to include claims against uses that might confuse consumers about whether the trademark owner sponsors or is affiliated with the defendant’s goods.”); see also McKenna, Consumer Decision-Making Theory, supra note 46, at 72 (arguing that trademark liability should only be permitted based on consumer confusion that would affect purchasing decision).

\textsuperscript{189.} See, e.g., Austin, supra note 39, at 829–31 (arguing that “ordinary prudent consumer” in trademark cases needs to be reimagined to better reflect actual prudent consumer); Barton Beebe, Search and Persuasion in Trademark Law, 103 Mich. L. Rev. 2020 (2005) (analyzing inconsistent ways in which consumer is being used and defined as either sovereign or fool in trademark cases); Rebecca Tushnet, Gone in Sixty Milliseconds: Trademark Law and Cognitive Science, 86 Tex. L. Rev. 507 (2008) (arguing against cognitive model of dilution law).

\textsuperscript{190.} See Beebe, supra note 189, at 2024 (“Trademark apologists, primarily scholar-practitioners or academics of the law and economics tradition, have countered that the consumer is not nearly so gullible.”).
Another effect of this expansion of trademark confusion is that brand owners are often able to sue for trademark infringement when they have suffered little to no harm from the defendant’s actions. 191 Mark McKenna and Mark Lemley have argued that there is little empirical support for the argument that trademark owners require expanded confusion liability in order to prevent “free riding” by third parties. 192 Instead, the data indicate that the alleged free rider may benefit from a non-competitive association with another party’s trademark, but often that trademark owner does not suffer any harm from this association. 193 As such, trademark owners are being given the ability to block others from a commercial benefit without actually proving any harm underlying their infringement claim. Trademark owners are, in essence, being granted trademark monopolies with all of the “unjustified and inappropriate market power” that entails. 194

Branding is now a snake eating its own tail. By expanding trademark law to protect the investments made by businesses into their brands, trademark law has made it easier to determine that a third party’s activity is infringing. This development means that consumer-initiated brand activities will more likely fall under the umbrella of confusion and be prohibited or deterred, even though consumer activities rarely rise to the level of “passing off.” That outcome goes against marketing research that indicates consumer-initiated branding is especially effective at developing brand loyalty, increasing word-of-mouth advertising, and thus increasing sales.

3. Quality Control and the Licensing Dilemma

If unauthorized use of a brand owner’s marks can cause abandonment issues, one may wonder why the consumer-involved uses are not simply authorized in the first place. Can licensing save a brand owner from the duty to police and abandonment problems? This approach is an option available to brand owners. When IKEA changed direction and allowed the continued operation of the IKEAhackers website, it is likely that IKEA entered into some form of contractual licensing arrangement such that the website owner would be required to operate within certain parameters regarding IKEA’s intellectual property. In this way, IKEA can show

191. See Lemley & McKenna, Owning Mark(et)s, supra note 45, at 141 (proposing “'trademark injury' requirement [in trademark law] is akin to the 'antitrust injury' requirement currently used to weed out undeserving antitrust plaintiffs”). See generally Mark P. McKenna, Testing Modern Trademark Law’s Theory of Harm, 95 IOWA L. REV. 65 (2009) (arguing that there should be no presumption of harm from uses of marks for non-competing goods but presumption of harm in context of market expansion may be justified).

192. See Lemley & McKenna, Owning Mark(et)s, supra note 45, at 156–65.

193. See id.

194. See Lunney, supra note 98, at 375 (discussing property justification for trademark protection as pertains to evolution of trademark law and rise of anti-competitive trademark monopolies).
evidence that it is exercising some control over this now-authorized third-party use of its marks. However, this option is hard to manage on a large scale. Due to the quality control requirements imposed under trademark law, it would be inefficient and potentially unmanageable for a brand owner to allow large numbers of consumers to make licensed uses of the brand owner’s marks.

Licensing consists of an arrangement, typically contractual, under which a third party is authorized to use the trademark owner’s marks under specific conditions. This arrangement may occur when the trademark owner wants to outsource production of the trademarked good to a cheaper, third-party manufacturer, rather than manufacture the product themselves. It can also occur when a trademark owner wants to allow a third party to create a new (and likely related) line of goods under the established trademark, such as when the brand owner of OREO cookies decides to authorize a third party to utilize the OREO mark in connection with its line of ice cream flavors. Corresponding with the growth of modern branding, some companies also enter into license agreements to produce merchandise like clothing and keychains that bear the licensed trademark. In these instances of promotional trademark licensing, the consumer is seeking products that announce the consumer’s affinity for and association with the brand. Trademark law in the United States has evolved from a time when licensing of a trademark was not permitted at all. It was prohibited under common law and the Trademark Act of 1905 because licensing was thought to be misleading in that it hid the true origin of a good or service. As such, it went against the trademark’s primary role of indicating the source of a good or service for a consumer. As licensing increasingly became a business necessity, the Lanham Act (the Trademark Act of 1946) finally allowed the licensing of trademarks, but contained several limitations on the practice.

For instance, Section 5 of the Lanham Act states that a registered mark may be used “legitimately by related companies” where the use shall “inure to the benefit of the registrant” and such use “shall not affect the validity of such mark . . . provided such mark is not used . . . to deceive the public.” This provision indicates that licensing is permitted if the parties are “related companies” and consumers are not misled. The Lanham Act further defines a “related company” in Section 45 as “any person whose use of a mark is controlled by the owner of the mark with respect to the nature and quality of the goods or services on or in connection with which the mark is used.” Based on the language of these provisions, courts have indicated that a trademark owner must exercise control over a

197. Id. § 1127.
licensee in order to monitor the quality of the product being produced under the licensed mark so that consumers will not be deceived.\footnote{198}

However, the statute does not specify the amount of control necessary or the manner in which that control must be exercised. If trademark owners fail to exercise this quality control over licensees, then they have entered into an invalid “naked license” that can lead to consumer confusion.\footnote{199} Naked licensing and insufficient quality control could potentially lead to abandonment and forfeiture of the mark if it is determined that the mark has lost its significance and ability to serve its source-identifying function.\footnote{200} Irene Calboli has made a persuasive argument that this quality control requirement has been greatly minimized by courts that will rarely order a mark to be forfeited.\footnote{201} Courts have found minimal control to be sufficient or have upheld licenses upon proof that product quality remained consistent.\footnote{202} Calboli advocates for a revision of the Lanham Act that would allow licensing “with or without ‘quality control’” in light of the modern realities of the business of trademark licensing.\footnote{203} However, Calboli acknowledges that despite this growing acceptance of minimal or de facto licensing by the courts, “the traditional view that lack of control will result in naked licensing has nonetheless continued to be included in the language of most judicial decisions, proving courts are generally reluctant to abandon quality control as the theoretical standard for valid licensing.”\footnote{204} As such, the actual licensing requirements under the Lanham Act are uncertain and ambiguous.

Because failure to meet this uncertain quality control requirement could potentially lead to forfeiture of a mark (and has done so on several occasions\footnote{205}), trademark owners are routinely advised to include extensive

\footnotesize{198. See 3 McCarthy, supra note 32, § 18:42; see also Dawn Donut Co. v. Hart’s Food Stores, Inc., 267 F.2d 358, 367 (2d Cir. 1959).
199. See 3 McCarthy, supra note 32, § 18:42; see also Dawn Donut Co., 267 F.2d at 367.
200. See 3 McCarthy, supra note 32, § 18:42; see also Dawn Donut Co., 267 F.2d at 366–67.
202. See, e.g., id. at 376.
203. See Calboli, supra note 201, at 396.
204. See id. at 376.
205. See, e.g., Ritchie v. Williams, 395 F.3d 283, 290 (6th Cir. 2005) (holding band promoter abandoned trademark by granting naked license); Barcamerica Int’l USA Trust v. Tyfield Imps., Inc., 289 F.3d 589, 596 (9th Cir. 2002) (finding}
quality control provisions in all license agreements. A licensor may be advised to add quality control language in the license agreement that would include specific guidelines for use of the mark, detailed specifications for the production of the product, product inspection and approval requirements and procedures, a right on behalf of the licensor to inspect the manufacturing facilities, and penalties for violating these terms. For example, a licensee could be obligated to submit to random inspections by the licensor and to send product samples to the licensor every few months or each time a new “batch” of the product is produced.

This is a burden on both parties. Monitoring the quality of products produced by licensees can be an onerous and time-consuming prospect when imposed on traditional business-to-business transactions. However, the same uncertain quality control requirements would apply to any license that a brand owner enters into with its consumers. IKEA is not terribly burdened by having to monitor the use of its trademarks on the IKEAHackers website, but this is not a feasible solution to allow widespread consumer involvement in branding. If IKEA were to enter into individual licenses with each brand fan seeking to engage in brand-related activities, it would incur substantial initial transaction costs and then the more burdensome costs of monitoring all of those licensees. Entering into a blanket “fan license” would make monitoring trademark use more difficult given the fact that the brand owner would not know the name, location, and type of uses made under all of these de facto authorizations. Such a blanket license would open the door to numerous future defendants raising naked licensing as a defense in any infringement actions brought by the brand owner.

Even if the company were to win on a finding of sufficient quality control, the transaction costs incurred make this option untenable. It is simply easier for a brand owner to comply with current trademark law by sending numerous cease-and-desist letters to discourage consumers from

engaging with the owner’s marks. Additionally, licensing a consumer’s brand-related activity may make it “official” or “authorized” in the minds of other consumers. As discussed above, this could result in more consumer cynicism about such activity and less of the brand loyalty benefits realized by purely consumer-initiated efforts.

4. Brands and Trademark Fair Use

Finally, it must be stated that the First Amendment is not irrelevant to the world of trademarks. However, it is rarely helpful to those consumers looking to create brand communities or make non-parody uses of trademarks.207 Robert Denicola once reasoned that limits on commercial speech were exempt from constitutional scrutiny because “[t]he information conveyed through the use of a trademark generally relates not to the momentous philosophical or political issues of the day, but rather to the details of prospective commercial transactions—the source or quality of specific goods or services.”208 However, it is clear that this statement is overly simplistic in light of the modern world of brands: “Corporations no longer exist in a purely commercial world.”209 Given the highly creative nature of brand development, it follows that the rights of brand owners may conflict at times with the expressive interests of consumers wanting to align themselves with or comment somehow upon that creative content. The consumer’s increasing role in brand development is just one part of this puzzle. If a brand owner is unwilling to allow consumer expression related to the brand, then one must look to the First Amendment safe-
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207. See generally Stacey L. Dogan & Mark A. Lemley, Parody as Brand, 47 U.C. DAVIS L. REV. 473 (2013) (arguing trademark fair use may excuse brand parodies from liability in some cases); William McGeveran, The Imaginary Trademark Parody Crisis (and the Real One), 90 WASH. L. REV. 713 (2015) (arguing that reforms aimed at unsubstantiated and threatening pre-litigation tactics would ensure protection for trademark parodies better than trademark doctrine reform). More free speech protection is generally granted to parodies under both trademark and copyright law. See generally Dogan & Lemley, supra. Parodies utilize some amount of a copyrighted work or trademark in order to comment on or criticize the protected work or mark. Id. For this reason, parodies are generally described as being closer to the heart of the First Amendment and the underlying purpose of the fair use defense. Id.

208. See Desai, Speech, Citizenry, and the Market, supra note 95, at 480 (quoting Robert C. Denicola, Trademarks as Speech: Constitutional Implications of Emerging Rationales for the Protection of Trade Symbols, 1982 Wis. L. Rev. 158, 158–59) (internal quotation marks omitted); see also Heymann, supra note 61, at 696 (“[T]rademarks have recently taken on yet another communicative function: as an element of cultural discourse. Trademarks are now used as a linguistic shorthand in addition to an economic one, as a way of describing something more efficiently or creating a shared discourse through a common cultural referent. When we hear about something being as difficult as ‘nailing Jell-O to the wall’ or refer to something as the ‘Cadillac of its class,’ those of us who are familiar with the product and its advertising persona understand what the speaker is saying.” (footnote omitted)).

209. See Desai, Speech, Citizenry, and the Market, supra note 95, at 456 (arguing that corporations should be treated as public figures when analyzing corporate speech under First Amendment).
guards built into trademark law to see if they provide adequate avenues for the balancing of these competing interests.

Fair use, under both trademark and copyright law, is often described as a means of integrating those doctrines with the broad expression and speech rights guaranteed by the First Amendment. However, the trademark fair use doctrine has been described as another example of “trademark law’s inability to handle the consumer dimension of brands.”210 While it is generally conceded in the abstract that purely expressive, non-competitive uses of trademarks should be permitted as fair uses of the marks, case law indicates that this is often not true in practice.211 The Ninth Circuit went so far as to state, “Trademarks are part of our common language, and we all have some right to use them to communicate in truthful, non-misleading ways.”212 However, courts struggle to determine what constitutes an “expressive use of a mark and what constitutes fair use” in this “unclear and unstable area of trademark law.”213 Additionally, the expansion of trademark rights in favor of brand owners may have encouraged aggressive tactics by brand owners faced with third-party uses; as a result, much expressive use of brands is stopped before a suit is ever filed.214

On its face, the fair use defense to trademark infringement falls into one of two categories: descriptive fair use or nominative fair use. Descriptive fair use applies when the defendant uses the plaintiff’s trademark in a descriptive fashion in good faith in order to describe its own goods or services.215 In Zatarains v. Oak Grove Smokehouse,216 the court held that competitors were permitted to use the term “fish fry” to describe a type of seasoned breading for use when making fried fish recipes under the doctrine of descriptive fair use, despite the fact that Zatarains possessed a trademark for the phrase “Fish Fri” for use with its own products.217

210. See Desai, From Trademarks to Brands, supra note 19, at 1031.
212. See Toyota Motor Sales U.S.A., Inc. v. Tabari, 610 F.3d 1171, 1185 (9th Cir. 2010).
213. See Desai, From Trademarks to Brands, supra note 19, at 1031.
214. See generally McGeveran, Rethinking Trademark Fair Use, supra note 186 (arguing that even when courts reach right decision on fair use, trademark law’s uncertainty in area could still chill expressive speech).
217. See id. at 796.
Nominative fair use allows a party to use a trademark owned by another when that use is needed to refer to the trademark owner or its products. In *New Kids on the Block v. News America Publishing, Inc.*, for instance, the Ninth Circuit determined that a newspaper’s use of the trademarked name of the plaintiff band was a non-infringing nominative fair use, as the newspaper was using the trademark in a truthful manner to conduct a survey that required making a reference to the trademark. In *Toyota Motor Sales U.S.A., Inc. v. Tabari*, Chief Judge Kozinski explained that when the nominative fair use defense is raised in the Ninth Circuit, a court must ask whether “(1) the product was ‘readily identifiable without use of the mark; (2) defendant used more of the mark than necessary; or (3) defendant falsely suggested he was sponsored or endorsed by the trademark holder.” This test is intended to balance the rights of the defendant to be able to make expressive or descriptive uses of a trademarked word or phrase with the interests of the trademark owner in preventing consumer confusion. If the defendant used the mark when it was unnecessary in violation of prong one, used the mark more than necessary in violation of prong two, or confused consumers into thinking there was a sponsorship relationship in place between the defendant and the trademark owner in violation of prong three, then the defendant does not receive the benefit of the fair use defense.

The Third Circuit applies a modified version of this test with the same basic first and second prongs, but the third prong asks instead whether the “defendant’s conduct or language reflect[s] the true and accurate relationship between plaintiff and defendant’s products or services.” At its heart, the nominative fair use defense, in either formulation, is still concerned first and foremost with trademark law’s purported goal of preventing consumer confusion. Whenever a consumer creates a brand community or uses a mark in a similar non-competitive fashion, there will always be the possibility that some unaffiliated consumers will be confused as to the brand community’s sponsorship or affiliation with the brand owner. Therefore, given the broad allowance for confusion by most
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219. 971 F.2d 302 (9th Cir. 1992).
220. See id. at 310.
221. 610 F.3d 1171 (9th Cir. 2010).
222. See *Toyota Motor Sales U.S.A., Inc.*, 610 F.3d at 1175–76.
223. See id. at 1176–77 (“This test ‘evaluates the likelihood of confusion in nominative use cases.’ It’s designed to address the risk that nominative use of the mark will inspire a mistaken belief on the part of consumers that the speaker is sponsored or endorsed by the trademark holder.” (citation omitted)).
224. See *Century 21 Real Estate Corp. v. Lendingtree, Inc.*, 425 F.3d 211, 222 (3d Cir. 2005).
225. Parodies regarding brands may be the exception. See Dogan & Lemley, *supra* note 207, at 508 (“If, as we believe, trademark parodies are a unique and non-replicable form of speech about trademark holders, then they resemble the sorts of uses that nominative fair use seeks to protect. They involve speech about
modern courts, courts will rarely permit consumers to utilize trademarks for the community-building and identity-reinforcing activities inherent in brand communities once an action by a trademark owner has been initiated. The current boundaries on trademark fair use simply ignore “what brand management literature acknowledges and exploits: people use brands in ways that are beyond source identification and beyond legal conceptions of speech.”

III. BRANDS AS COPYRIGHTS

Because brands serve creative and expressive purposes beyond the source identification function of trademarks, brands are better conceptualized under the framework of copyrights. Copyright protection is founded on the idea of balancing the interests of the creator of works with the expressive and informational interests of the public. As such, it provides a strong foundation for understanding the full potential of brands as creative works that invite the expressive involvement of consumers.

A. BRANDS AS COPYRIGHTABLE WORKS

Brands, as creative undertakings, fit neatly under copyright law. Copyright protection automatically attaches to “original works of authorship fixed in any tangible medium of expression.” In *Feist Publications v. Rural Telephone Service*, Justice O’Connor stated that “[t]he sine qua non of copyright is originality.” However, it is not difficult to meet this originality requirement; the work must be independently created by the author and possess a minimal amount of creativity. Again in *Feist*, the Court noted that the trademark holder, and they cannot serve their inherent function—indeed, they can’t be a parody—without borrowing from the original.

226. See Desai, From Trademarks to Brands, supra note 19, at 1032. Community dimensions of brands fare no better under trademark law than consumer dimensions and are possibly in worse shape. By their nature, community brand situations involve a group of consumer enthusiasts who take it upon themselves to define the brand. This group may engage in one or more activities, including building Web sites, holding meetings, writing polemics, creating artwork, and producing branded merchandise. The mark in question will be prominently displayed, discussed, and distributed. In many cases the mark will appear as or near how it was originally displayed precisely because of the power of that context. Trademark law, however, asks whether these acts are likely to cause confusion, and the nature of the test for that question does not provide room for this sort of community action.

230. See id. at 345; see also L. Ray Patterson & Craig Joyce, Monopolizing the Law: The Scope of Copyright Protection for Law Reports and Statutory Compilations, 36 UCLA L. Rev. 719, 763 & n.155 (1989) (“The originality requirement is constitutionally mandated for all works.”).

226. See Desai, From Trademarks to Brands, supra note 19, at 1032. Community dimensions of brands fare no better under trademark law than consumer dimensions and are possibly in worse shape. By their nature, community brand situations involve a group of consumer enthusiasts who take it upon themselves to define the brand. This group may engage in one or more activities, including building Web sites, holding meetings, writing polemics, creating artwork, and producing branded merchandise. The mark in question will be prominently displayed, discussed, and distributed. In many cases the mark will appear as or near how it was originally displayed precisely because of the power of that context. Trademark law, however, asks whether these acts are likely to cause confusion, and the nature of the test for that question does not provide room for this sort of community action.

Id. (footnotes omitted).
229. See id. at 345; see also L. Ray Patterson & Craig Joyce, Monopolizing the Law: The Scope of Copyright Protection for Law Reports and Statutory Compilations, 36 UCLA L. Rev. 719, 763 & n.155 (1989) (“The originality requirement is constitutionally mandated for all works.”).
clarified, “To be sure, the requisite level of creativity is extremely low; even a slight amount will suffice. The vast majority of works make the grade quite easily, as they possess some creative spark, ‘no matter how crude, humble or obvious’ it might be.”

This originality requirement is so minimal that the Supreme Court has said that “[c]reation of a nonfiction work, even a compilation of pure fact, entails originality.” However, that compilation of pure fact would require originality in the selection, coordination, or arrangement of the non-protectable factual information. Therefore, courts have held that the creators of photographs may claim copyright in their work, as can the creator of a taxonomy listing dental insurance billing codes, and the author of real estate maps of a Texas county. While it is obvious that the originality standard presents only a small hurdle for those seeking copyright protection, such protection has been denied if this minimal requirement is not met. The phone book at issue in was denied copyright protection based on a lack of originality due to the typical, alphabetical manner in which it presented factual information. Similarly, in copyright was denied for a listing of codes used in a replacement parts catalog that used a conventional organizational system.

While it has been said, as mentioned above, that trademarks do not “depend upon novelty, invention, discovery, or any work of the brain” and require “no fancy or imagination, no genius, no laborious thought,” this statement is simply not true regarding brands (and may have never been entirely true of trademarks). Advertisers and brand owners view brand efforts as storytelling. Through advertisements in print, online, on television, and other media, the company tells the story of the brand as they want it to be seen by consumers. These brand stories have all of the elements needed to justify copyright protection.

First, brand stories are based on independent marketing campaigns that are created by the marketing firms or in-house marketing depart-

231. See Feist, 499 U.S. at 345 (quoting 1 M. Nimmer & D. Nimmer, Copyright § 1.08(C)(1) (1990)).
233. See Feist, 499 U.S. at 345.
234. See Burrow-Giles Lithographic Co. v. Sarony, 111 U.S. 53, 58 (1884) (establishing precedent that photographs are original works capable of receiving copyright protection).
235. See Am. Dental Ass’n v. Delta Dental Plans Ass’n, 126 F.3d 977, 981 (7th Cir. 1997).
236. See Mason v. Montgomery Data, Inc., 967 F.2d 135, 142 (5th Cir. 1992) (establishing precedent that real estate maps are capable of receiving copyright protection).
237. See Feist, 499 U.S. at 362–63.
238. 390 F.3d 276 (3d Cir. 2004).
239. See id. at 285.
240. See In re Trade-Mark Cases, 100 U.S. 82, 94 (1879).
ments, which are employed by the brand owner. Each print advertisement, commercial, or website is therefore independently created and, as creativity is a low bar, they each possess the minimal amount of creativity required for copyright protection. If copyright can be obtained for a photograph or a taxonomic listing of billing codes, then it follows that print advertisements and television or radio commercials would also possess the requisite creativity. However, this was not always so settled. In 1891, the Supreme Court in *Higgins v. Keuffel* held that commercial writings like product labels would not be eligible for copyright protection if they could have “no possible influence upon science or the useful arts,” based on the wording of the Constitution granting federal authority over the copyright system. The Court asserted that copyright protection was available only for works that had value “as a composition” apart from the product which it advertised or described. For copyright protection to attach, the writing must serve a purpose other than that of a “mere advertisement.”

However, the Court’s view of the copyrightability of advertising changed course shortly thereafter. In 1903, the Supreme Court upheld copyright protection for an illustration used in an advertisement for a circus in *Bleistein v. Donaldson Lithographing Co.* The Court reiterated that the pictorial works in question were original and creative enough to justify copyright protection, as they contained more originality than “directories and the like, which may be copyrighted.” The use of the article does not change its nature as a creative work. Therefore, “[a] picture is none the less a picture and none the less a subject of copyright that it is used for an advertisement.”

Subsequent cases recognized that this was a significant change in the treatment of advertising: “The *Bleistein* Case established a new and liberal standard with respect to the originality or artistic merit required to entitle illustrated advertising matter—now frequently referred to as ‘commercial
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241. It is not necessary to go into a detailed discussion of ownership of the resulting work for the purposes of this Article. Absent a contract assigning ownership of the advertising work to the brand owner, it is likely that the outside marketing firm would be considered an independent contractor with ownership of the resulting work. However, under the works made for hire provision of the Copyright Act, advertising created by in-house marketing employees would automatically be owned by the brand owner’s employer. 17 U.S.C. § 201(b) (2012).
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248. *See id.* at 251; *see also* SHL Imaging, Inc. v. Artisan House, Inc., 117 F. Supp. 2d 301, 311 (S.D.N.Y. 2000) (“That the photographs were intended solely for commercial use has no bearing on their protectability.”).
art—to the protection of copyright statutes. Based on this low originality requirement and new liberal approach to advertising materials, the court in Ansehl v. Puritan Pharmaceutical Co. upheld the validity of a copyright on an advertisement for cosmetic and toilet articles. This more liberal standard was implemented again when the Ninth Circuit in Drop Dead Co. v. S.C. Johnson & Son, Inc. upheld copyright protection for the label of a commercial cleaning product. The eligibility of copyright protection of advertising is widely accepted now. In Ets-Hokin v. Sky Spirits, Inc., the Ninth Circuit went so far as to grant copyright protection to photographs of a vodka bottle taken for advertising purposes while refusing to extend such protection to the underlying bottles themselves, based on its determination that the bottle was a purely utilitarian "useful article" incapable of copyright protection.

While courts are now willing to accept print and television advertisements as original works of authorship deserving of copyright protection, those advertisements must still be "fixed in any tangible medium of expression . . . " Fixation is sufficient if the work "can be perceived, reproduced, or otherwise communicated, either directly or with the aid of a machine or device." The work must be capable of being "perceived, reproduced, or otherwise communicated for a period of more than transitory duration."

Again, this is not a difficult requirement to meet for most advertising. Printed advertisements, whether they are contained in newspapers, magazines, or even standalone pamphlets, are all clearly fixed on paper. Television and radio commercials (that are not broadcast live) are fixed as a "motion picture" or "sound recording" (as those terms are used in the
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257. See id.
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Copyright Act) in the same manner as other works falling under these definitions. Motion pictures and sound recordings are both listed as works of authorship expressly falling under the subject matter of copyright. See id. § 102(6)–(7).

These would likely be classified under the Copyright Act as “audiovisual works,” which are defined as “works that consist of a series of related images which are intrinsically intended to be shown by the use of machines, or devices such as projectors, viewers, or electronic equipment, together with accompanying sounds, if any, regardless of the nature of the material objects, such as films or tapes, in which the works are embodied.” See id. § 101 (defining audiovisual works).

Public performance of written work (i.e., “literary, musical, dramatic, and choreographic works”) is one of the exclusive rights granted under copyright. Id. § 106(5).
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However, this requirement may exclude less structured forms of advertising from protection. For example, live promotional events and campaigns would not be fixed in a tangible medium of expression. This has long held true for live musical and dramatic performances, but such performances may receive copyright protection in other ways. If the live performance is based on a written script, then the script is fixed and protectable, which indirectly protects the performance. Brand owners could also use this strategy. Additionally, “[a] work consisting of sounds, images, or both, that are being transmitted” will be considered fixed under the Copyright Act if “fixation of the work is being made simultaneously with its transmission.” Thus, recording live promotional activities would allow brand owners to receive copyright protection. This will be of special concern to brand owners engaged in nontraditional or viral marketing.

While copyright protection is denied to advertising activities that fail to meet the fixation requirement, it will also not prevent third parties from using and repeating some of the information contained in protected advertisements. Copyright protection will not be afforded to purely factual information or to the ideas contained within a work. In Harper & Row, Publishers v. Nation Enterprises, the Court stated with certainty that “[n]o author may copyright his ideas or the facts he narrates.” This is codified in Section 102(b) of the Copyright Act, which states:

In no case does copyright protection for an original work of authorship extend to any idea, procedure, process, system, method of operation, concept, principle, or discovery, regardless of the form in which it is described, explained, illustrated, or embodied in such work.

259. See id. (defining motion pictures and sound recordings). 260. These would likely be classified under the Copyright Act as “audiovisual works,” which are defined as “works that consist of a series of related images which are intrinsically intended to be shown by the use of machines, or devices such as projectors, viewers, or electronic equipment, together with accompanying sounds, if any, regardless of the nature of the material objects, such as films or tapes, in which the works are embodied.” 261. See id. § 106(5). 262. See id. § 101. 263. See Harper & Row, Publishers, Inc. v. Nation Enters., Inc., 471 U.S. 539, 556 (1985). 264. 15 U.S.C. § 102(b).
Therefore, factual information contained in an advertisement, such as facts pertaining to product specifications, qualities, or prices, will not be protected and may be freely repeated by consumers and competitors.

Additionally, copyright protection only extends to the expressive or creative aspects of the advertisement and would not protect the ideas contained therein. In *Reed-Union Corp. v. Turtle Wax, Inc.*, the Seventh Circuit refused to extend copyright protection to the general idea or theme of polishing an old car and the idea of making claims based on laboratory testing, as such ideas were used in similar, competing car wax commercials. In *Perma Greetings, Inc. v. Russ Berrie & Co.*, the court refused to extend copyright protection to items displaying the general ideas of friendship, sunshine, and flowers where the defendant sold products containing similar images and wording to convey the same themes. It follows that a brand owner cannot prevent a competitor from, for example, using the general idea of a cartoon character as a brand mascot in advertising for children’s cereal.

Furthermore, copyright cannot be used to grant monopolies over commonly used phrases, slogans, or short expressions lacking sufficient originality, or over any specific word necessary to express a particular point. The Copyright Office has specifically clarified that certain types of works are excluded from copyright eligibility, including “[w]ords and short phrases such as names, titles, and slogans . . . .” In *Perma Greetings*, the court also addressed this issue and denied copyright protection for the short phrases, like “hang in there,” that the plaintiff had included on its mug-type coasters. Based on these copyright limitations, brand owners would not be able to rely on copyright protection for short phrases and slogans used in branding materials. However, such short phrases might be eligible for trademark protection if they were used to signify the source of the good or service being offered.

Additionally, the judicially created “merger doctrine” denies copyright protection to any work where the wording of the work represents the only way, or one of but a few ways, of expressing the idea underlying the work. In such cases, the idea and its expression are said to merge to-

---

265. 77 F.3d 909 (7th Cir. 1996).
266.  *See id.* at 913–14.
268.  *See id.* at 449.
269.  This is clearly an example of an unoriginal idea, given all of the cartoon mascots currently being used for children’s cereal, including, for example, Trix Rabbit, Tony the Tiger, Boo Berry, Franken Berry, Lucky the Leprechaun, Count Chocula, Sonny the Cuckoo Bird, Dig ’Em Frog, Snap, Crackle, Pop, and Toucan Sam.
gether; therefore, the First Amendment interests of those seeking to convey that particular idea would be harmed by the protection of the merged expression. Similar reasoning led to the denial of copyright protection for the baked goods preparation and serving directions at issue in Kitchens of Sara Lee, Inc. v. Nifty Foods Corp. There are very few ways to express the underlying idea that one should thaw a frozen cake and then slice it into individual servings. Therefore, routine phrases and formulaic wording, like that used by brand owners in promotional descriptions or sweepstakes rules, would not be protected due to the merger doctrine.

While each fixed advertising work is copyrightable, subject to the limitations discussed above, each work is part of a larger brand campaign or overall strategy. They are all part of the larger brand story that is being told in pieces, in various media, to consumers. As these pieces are not explicitly created as “serial works” (such that they lack the requisite sequential numbering that one would find in a daily edition of a newspaper or a single issue of a comic book series), they cannot be registered as serial works under the Copyright Act. However, courts can still consider all of the pieces of the brand story as a whole in an infringement analysis. Applying such a big picture approach to advertising would be novel, but this approach has been taken with regard to television programs or books written as a series. For example, the Second Circuit decided to treat the eighty-six copyrighted episodes of the Seinfeld television series as a single work for the purposes of determining infringement in Castle Rock Entertainment, Inc. v. Carol Publishing Group, Inc. The court in Warner Brothers Entertainment, Inc. v. RDR Books followed the reasoning established in Castle Rock when it analyzed infringement of the seven Harry Potter books as a whole rather than analyzing the infringement of each individual novel.

274. 266 F.2d 541, 545 (2d Cir. 1959).
275. See id.
276. Compare Morrissey, 379 F.2d at 678–79 (employing merger doctrine), with Cont’l Cas. Co. v. Beardsley, 253 F.2d 702, 706 (2d Cir. 1958) (granting insurance forms thin copyright protection against purely duplicative copying).
277. See Copyright Registration for Single Serial Issues, CIRCULAR 62.0811 (U.S. Copyright Office, Wash., D.C.), Aug. 2011, at 1, available at http://www.copyright.gov/circs/circ62.pdf [https://perma.cc/QVY8-43ZZ]. Serial works are “works issued or intended to be issued in successive parts bearing numerical or chronological designations and intended to be continued indefinitely.” Id. This would include works such as newspapers, journals, and bulletins. In some instances, serial works may be registered as a group (rather than individually) thereby saving the author some registration costs.
278. 150 F.3d 132, 138 (2d Cir. 1998).
280. See id. at 535 n.14 (analyzing “the amount of expression copied from the Harry Potter series in the aggregate, rather than from each individual novel in the series” and finding that defendant’s encyclopedia of Harry Potter terminology and characters infringed copyrighted works).
However, one could also view all of the branding messages produced by a brand owner as interconnected pieces rather than a unitary whole. Subsequent brand activities that follow an initial branding effort could be viewed as derivative works of that first copyrightable work. For an example of how derivative branding could play out, one could look to Apple’s now iconic “Get a Mac” campaign, in which numerous commercials contrasted the personification of a PC-type computer, portrayed by comedian and author John Hodgman, with Apple’s Mac computer, portrayed by actor Justin Long. The first “Get a Mac” commercial aired in 2006 and was intended to communicate a clear branding story to consumers: Mac computers are fun, innovative, and user-friendly, and Mac users are young, energetic, and hip, in contrast to the traditional, stuffy, older users of Microsoft (i.e., PC) computers. This same message was continued through the other sixty-six commercials in the campaign, which ran until 2009. Each of these subsequent commercials was likely registered under an individual copyright, but each could also be seen as a derivative work of that first commercial. The Copyright Act defines a derivative work as

a work based upon one or more preexisting works, such as a translation, musical arrangement, dramatization, fictionalization, motion picture version, sound recording, art reproduction, abridgment, condensation, or any other form in which a work may be recast, transformed, or adapted. A work consisting of editorial revisions, annotations, elaborations, or other modifications which, as a whole, represent an original work of authorship, is a “derivative work.”

This distinction between an independently copyrighted work and a copyrightable derivative work may not have much practical effect when the works at issue all arise from the brand owner directly. In both cases, the brand owner owns any possible copyrights and controls use of the works. However, the distinction becomes much more important when the derivative work is consumer-initiated. Such is the case with websites like the IKEAHackers site, which was created by an IKEA customer for the benefit of the website owner and other IKEA brand fans.

283. See Nudd, supra note 281.
While it is generally true that the Copyright Act “grants the author of a derivative work copyright protection in the incremental original expression he contributes” to the original work, copyright protection will only attach to that original expression if the derivative work was created with the consent of the original copyright owner. This means that “[t]o be copyrightable, a derivative work must not be infringing.” The owner of the copyright to the original, underlying work possesses the exclusive rights to (1) reproduce the work; (2) prepare derivative works based upon the work; (3) distribute copies of the work to the public; (4) perform the work publicly; (5) display the work publicly; and (6) perform the work publicly by means of a digital audio transmission in the case of sound recordings. Violating any of these exclusive rights would constitute infringement of the copyright; therefore, it constitutes infringement if a fan creates a derivative work based on copyrighted brand material without the brand owner’s consent. For example, in Anderson v. Stallone, the plaintiff was denied copyright protection for his screenplay for Rocky IV. The court held that the plaintiff lacked the consent of the owner of the copyright to the original three Rocky films and therefore could not receive copyright protection for the original elements he added in his derivative work.

This is an important aspect of copyright law from the perspective of brand owners. Consumers will not possess a copyright on any of their derivative works created using the copyrightable brand materials or, as argued herein, the copyrightable expression contained within the larger brand story. Thus, brand owners need not worry about genericide and risks of abandonment in the same way that they worry when consumer involvement in branding is viewed under the umbrella of trademark law. Consumers are not creating competing copyrightable content based on the owner’s trademark and brand. If such consumer-initiated branding

---

286. See id. at 523 ("This means the author of a derivative work must have permission to make the work from the owner of the copyright in the underlying work."); see also Gracen v. Branford Exch., 698 F.2d 300, 302 (7th Cir. 1983) ("[E]ven if Miss Gracen’s painting and drawings had enough originality to be copyrightable as derivative works she could not copyright them unless she had authority to use copyrighted materials from the movie.").
287. See Schrock, 586 F.3d at 522; see also Pickett v. Prince, 207 F.3d 402, 406–07 (7th Cir. 2000) (stating plaintiff did not have permission to make derivative work based on defendant’s copyrighted design and was therefore infringing).
290. See id. at *5–6. Additionally, this case reiterates that individual characters within a work may be afforded copyright protection. This is relevant to brand since well-defined characters in advertising campaigns could potentially be copyrightable. See Nichols v. Universal Pictures Corp., 45 F.2d 119, 121 (2d Cir. 1930) (noting copyright protection can be granted to a character if the character is developed with enough specificity so as to rise to level of protectable expression).
occurs without the express consent of the brand owner, then the brand owner has the option under copyright law to bring suit for infringement of the derivative work right. In this way, consumer branding activities can be viewed and treated in the same way that copyright owners currently treat fanfiction.

Fanfiction has been characterized as non-professional writing by a fan that uses as its source an identifiable cultural work such as a novel or a movie. An author has the freedom to bring a copyright suit against the creator of fanfiction based on the author’s work or to turn a blind eye to such activities altogether without the risks of genericide and abandonment built into trademark law. Neil Gaiman, author of numerous best-selling books, explicitly allows fanfiction based on his books explaining, “I don’t believe I’ll lose my rights to my characters and books if I allow/fail to prevent/turn a blind eye to people writing say Neverwhere fiction, as long as those people aren’t, say, trying to sell books with my characters in.” He sees the benefit to his fans: “[G]iven how much people enjoy it, it’s obviously doing some good. It doesn’t bother me.” However, other copyright owners take a different view of fanfiction, which constitutes an unlicensed derivative work of their own creation. Author Anne Rice explained, “I do not allow fan-fiction. The characters are copyrighted. It upsets me terribly to even think about fan-fiction with my characters. I advise my readers to write your own original stories with your own characters. It is absolutely essential that you respect my wishes.”

Copyright owners have the discretion to allow fanfiction. As fanfiction and branding both entail consumers engaging with a product in an

---

292. See Rebecca Tushnet, Legal Fictions: Copyright, Fan Fiction, and a New Common Law, 17 LOY. L.A. ENT. L.J. 651, 655 (1997) (“’Fan fiction,’ broadly speaking, is any kind of written creativity that is based on an identifiable segment of popular culture, such as a television show, and is not produced as ‘professional’ writing.”). See generally Stacey M. Lantagne, The Better Angels of Our Fanfiction: The Need for True and Logical Precedent, 33 HASTINGS COMM. & ENT. L.J. 159 (2011).

293. However, copyright owners who ignore fanfiction creations based on their work could run the risk of having a future claim against the fanfiction author dismissed under the equitable defense of laches. This defense can be raised when a plaintiff is said to have unreasonably delayed in asserting a claim, and a court may hold that delay unfairly prejudices the defendant. See 30A C.J.S. EQUITY § 138 (2015).


295. See id.


297. See id. (internal quotation marks omitted).
expressive fashion, and both could lead to increased sales for the underlying copyright or brand owner, it seems logical that the discretion about when to stop such activity should be reserved for the copyright or brand owner. Branding is an expressive activity entitled to copyright protection, so it follows that brand owners should be able to exercise discretion regarding any infringement of their copyrightable brands. If consumer-initiated brand activities occur without the brand owner’s consent, then brand owners have the choice under copyright law to turn a blind eye to the activity, to bring suit for infringement of the derivative work right, or to enter into a blanket or individual license with such consumers on terms acceptable to the brand owner.

B. Applying Copyright Fair Use to Brands

Where brand owners deny consumers the ability to use branded materials, consumer-initiated branding activities would be a violation of copyright law. Copyright infringement occurs whenever any one of the exclusive rights of a copyright owner is violated. However, some violations are expressly excused in the interest of the First Amendment and the public domain. The constitutional mandate that a federal system of copyright protection be created to promote the progress of science and the arts has long instructed courts that “copyright is intended to increase and not to impede the harvest of knowledge.”

Therefore, there is a natural tension that exists between increasing knowledge and hindering it. This tension is played out in the balance that is struck between the Copyright Act and the First Amendment. The Supreme Court has acknowledged “that some restriction on expression is the inherent and intended effect of every grant of copyright . . . .” However, the refusal of copyright law to protect facts and ideas, as well as the statutory fair use defense, are recognized as copyright law’s limitations that balance the restriction on expression granted with a copyright monopoly with the free speech requirements of the First Amendment. The Supreme Court routinely praises this balance: “All reproductions of the work, however, are not within the exclusive domain of the copyright owner; some are in the public domain. Any individual may reproduce a copyrighted [work] for a ‘fair use’[,] the copyright owner does not possess the exclusive right to such a use.”

301. See Sony Corp. of Am. v. Universal City Studios, Inc., 464 U.S. 417, 433 (1984); see also Harper, 471 U.S. at 549 (“Fair use was traditionally defined as ‘a privilege in others than the owner of the copyright to use the copyrighted material in a reasonable manner without his consent.’”).
the Copyright Act and states that courts analyzing the defense should consider the following factors:

(1) the purpose and character of the use, including whether such use is of a commercial nature or is for nonprofit educational purposes;
(2) the nature of the copyrighted work;
(3) the amount and substantiality of the portion used in relation to the copyrighted work as a whole; and
(4) the effect of the use upon the potential market for or value of the copyrighted work.302

In a fair use analysis, the court must first determine “the purpose and character of the use” of the copyrighted work.303 The purpose of the use refers to whether the new work was created for commercial or for nonprofit reasons.304 “If a new work is used commercially rather than for a nonprofit purpose, its use will less likely qualify as fair.”305 Additionally, courts must determine the character of the use by asking whether the nature of the work has changed, meaning whether the alleged infringer has created something fundamentally different from the original work.306 The fair use doctrine has long been thought to preclude a use that would simply supersede the use of the original.307 Courts have stated that “the more transformative the new work, the less will be the significance of other factors, like commercialism, that may weigh against a finding of fair use.”308 To be transformative, the new work must add “something new, with a further purpose or different character, altering the first [work] with new expression, meaning or message.”309 This first factor will entail a case-by-case factual analysis if applied to consumer branding activities and brand communities. Many brand communities, like the community formed around the IKEAhackers website, are not created as commercial undertakings.

However, the ease of adding revenue-generating advertisements to a brand community website may result in some commercial aspect to these otherwise non-profit groups. For example, the IKEAHackers website creator eventually added advertising to the site in order to compensate for the time commitment of running the community once it became larger and

303. See id. § 107(1).
306. See Campbell, 510 U.S. at 579 (discussing degree of transformation and how it factors into analysis).
308. See Campbell, 510 U.S. at 579.
309. See id.
more complex. Commercial activity such as this may tilt the scales against a finding of fair use. However, this one factor alone would not be dispositive, so courts would be asked to undertake a more nuanced analysis.

The same uncertainty is present regarding whether consumer-branding activities could be considered transformative. If they are determined to be transformative, that would lessen the effect of any commercial aspect of their use. It is certainly possible that some consumers would build upon a brand’s trademarks and brand story to create “something new,” which could include a new direction for the brand to take. In the example of the Saab brand community discussed above, the community members actively displayed the Saab trademark and circulated Saab promotional and educational materials. This use of copyrighted materials seems very straightforward and not very transformative in the traditional sense. However, the infringing use could certainly entail a new purpose or meaning. As brand communities have been studied and shown to possess the same social characteristics of other types of communities, the purpose underlying such communities could be described as social and psychological, rather than the sales-oriented commercial purpose motivating the brand owner. It is unclear whether this would be enough to call brand communities transformative. If so, this would lessen the fair use impact of any commercial revenue generated and cause this factor to weigh in favor of the fair use defense.

Under an analysis of the second statutory fair use factor, the court must take into consideration the nature of the copyrighted work.\textsuperscript{310} An examination of this factor recognizes the reality that “some works are closer to the core of intended copyright protection than others.”\textsuperscript{311} For example, \textit{Feist} held that creative works are entitled to more stringent copyright protection than factual works because there is a presumptively greater need to disseminate facts to the public.\textsuperscript{312} However, simply because a work is creative in nature does not preclude the fair use defense. Additionally, “the scope of fair use is narrower with respect to unpublished works” in order to protect the author’s exclusive right to first publication.\textsuperscript{313} As discussed above, when analyzing the copyrightability of branding activities taken by the brand owner, most brand activities can be seen as creative in nature. As they are produced specifically to inform and persuade consumers, it is clear that they are not subject to the increased protection granted to unpublished works. However, the protectable, creative expression contained in branding works would be entitled to the enhanced protection for creative works. Therefore, this factor would consistently tilt in favor of the brand owner over the infringing consumer.

\begin{footnotesize}
\begin{enumerate}
\item[311.] See \textit{Campbell}, 510 U.S. at 586.
\item[312.] See \textit{Feist Publ’ns, Inc. v. Rural Tel. Serv. Co.}, 499 U.S. 340, 363 (1991) (holding copyright protects works with \textit{de minimus} level of creativity).
\end{enumerate}
\end{footnotesize}
Analysis of the “amount and substantiality of the portion used,” under the third fair use factor, requires consideration of both the quantity as well as the quality and importance of the portion of the copyrighted work used “in relation to the copyrighted work as a whole . . . .”314 There is no bright-line rule specifying exactly how much copying is “too much” to be considered fair use. Courts have found that taking a few seconds from several minutes of video footage was substantial copying,315 yet the use of an entire copyrighted Barbie doll in artistic parody photographs was deemed permissible.316

In Harper, taking only a small number of quotations from an autobiographical book was found to be unfair due to the fact that the portions taken captured the commercial heart or essence of the copyrighted work.317 Therefore, courts must determine in each instance whether the use made by the defendant was reasonable and fair in terms of both quantity and quality. This will also need a fact-intensive, case-by-case analysis. In the case of the IKEAHackers website, which included some reference to IKEA’s trademarks and goods for sale, most of the content was user-generated, so the extent of copyrighted content used might be considered rather small. Conversely, the Saab brand community actively circulated copyrighted materials produced by the brand owner for informational and community membership purposes, so their level of use might be considered more extensive.

The fourth fair use factor is “the effect of the use upon the potential market for or value of the copyrighted work.”318 In Harper, the court said “This last factor is undoubtedly the single most important element of fair use.”319 In order to determine the effect on the market for a plaintiff’s copyrighted work, the court must consider the extent of the market harm caused by the alleged infringer as well as the magnitude of harm that could be caused if such infringement was widespread.320 The extent of harm refers not only to the obvious harm caused if an infringing use takes some of the original market, but also harm to the market for derivative works that could have been rightfully produced by the copyright holder.321 Courts must attempt to “strike a balance between ‘the benefit

315. See L.A. News Serv. v. CBS Broad., Inc., 305 F.3d 924, 940–42 (9th Cir. 2002).
316. See Mattel, Inc. v. Walking Mountain Prods., 353 F.3d 792, 804 (9th Cir. 2003).
317. See Harper, 471 U.S. at 566; see also Campbell v. Acuff-Rose Music, Inc., 510 U.S. 569, 587 (1994) (“[T]aking the heart of the original and making it the heart of a new work [i]s to purloin a substantial portion of the essence of the original.” (internal quotation marks omitted)).
320. See Campbell, 510 U.S. at 602–03.
the public will derive if the use is permitted and the personal gain the copyright owner will receive if the use is denied.” 322

Since this fourth factor has been called the most important factor in the fair use analysis, it is noteworthy that consumer-initiated branding has been shown to have positive effects on the market for the brand owner’s products. Analysis of this factor is imperfect, as brand-related copyrighted works generally do not have value in and of themselves. A commercial or branded website may cost the brand owner a substantial amount to create, and that cost is not recouped by sales of the commercial or through website memberships in the way that might apply to sales of copyrighted books or films. For the purposes of branding works, the relevant market value is the marketing value. The brand owner is looking for a return on its branding investment in the form of increased sales of the affiliated product. If consumer-initiated branding activities assist in this effort to increase product sales, then this factor should weigh heavily in favor of a finding of fair use.

In any copyright fair use analysis, there is bound to be uncertainty about how the various factors will balance out in the eyes of a court. However, consumer-initiated brand uses seem to have a greater likelihood of success under copyright fair use than under trademark fair use. The multi-factor test under copyright fair use allows for a more nuanced assessment of whether a consumer’s use of a brand story is unfairly taking advantage of the underlying work or likely to replace the market for the underlying work. In many instances, the branded work would receive a benefit from the consumer’s derivative work, and fair use should prevail. A wise brand owner would only challenge these consumer derivative works in rare instances; therefore, the concerns of trademark scholars regarding the potential of trademark fair use to chill free speech would be minimized as well.

IV. Conclusion

A copyright framework for brands offers a number of benefits to brand owners, consumers, and those seeking to reign in the expansion of trademark law. Because brands are a modern phenomenon, there will always be some inconsistencies when trying to accommodate brand development under established legal paradigms. 323 Copyright law may need time and modifications to adjust to brands, but this adjustment should be less disruptive than the expansion being forced upon trademark law. As it stands, copyright law is well-suited to recognize the original and creative work that is invested in the development of a brand. Individual advertis-

322. See Mattel, Inc. v. Walking Mountain Prods., 353 F.3d 792, 804–05 (9th Cir. 2003) (quoting Dr. Seuss Enters., L.P. v. Penguin Books USA, Inc., 109 F.3d 1394, 1403 (9th Cir. 1997)).

323. In a forthcoming project, I explore whether an entirely new “brandright” regime would better address the needs of brand owners and respect the established boundaries of trademark and copyright law.
ing works already receive some protection under copyright law, so incorporating branding more generally is a logical next step. Additionally, reframing brands as copyrighted works allows for the treatment of consumer-initiated brand activities in a fashion similar to fanfiction. Brand owners recognize the value of consumer involvement in their marketing efforts and desire the ability to utilize brand communities to further develop brand loyalty. Copyright law allows brand owners to encourage consumer involvement in branding without the fear of losing one’s rights, which brand owners currently experience under trademark law. Copyright law allows brand owners to have discretion over the kinds of consumer activities that will be permitted or ignored, while also allowing some freedom for unauthorized expressive uses of a brand story through copyright fair use. This is a better approach for both brand owners and consumers.

Reframing brands as copyrightable works is also better for trademark law. Brand theory explains how the modern expansion of trademark law, which has been maligned by numerous trademark scholars and practitioners, is an effort to accommodate brands under the rubric of trademark. However, trademark law has adopted a conception of brands that is dated and that does not recognize the high level of consumer involvement in modern branding efforts. Trademark law now faces the paradoxical dilemma of protecting brand owners’ investment in developing brands while stifling the ability of those owners to pursue consumer involvement in branding, which has been described in marketing research as the required next step for companies seeking to respond to a cluttered marketplace and increasing consumer cynicism. Trademark law’s established requirements that prevent genericide, police third-party trademark use, and monitor quality control in licenses all reflect the role of trademarks in identifying the source of goods and protecting consumers from deception in the marketplace. However, these rules are ill-suited to address the fundamental needs of brand owners. Brands are not simply large trademarks. They are creative works that invite consumer participation and encourage consumers to engage in expressive uses of the brand. Marketing scholarship has already recognized this and noted that the future of branding will entail brands as the center of communities and cultural discourse. It is time for trademark law to release its grip on brands and allow them to be adopted under the umbrella of copyright law.
I. Introduction

EXTENSIVE, public discussion surrounds the high cost of legal education and student debt levels, yet very few critics of degree-cost show creativity in thinking about the optimal mechanism for funding a legal education. In recent years, numerous policy-makers, investors, and academics have been searching for ways to tie students’ financing obligations to post-graduate income rather than interest rates. The federal government currently offers income-based repayment options for student loan borrowers. Private investors and policymakers advocate for so-called income-share agreements: agreements under which investors provide capital to students in exchange for a share of students’ future incomes. These
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2. In 1993, Congress enacted a program under which student borrowers could limit their loan repayments to a fixed percentage of their income, with the ability for any remaining balance on their loans to be forgiven after twenty-five years. See Omnibus Budget Reconciliation Act of 1993, 20 U.S.C. §§ 1087a, 4021 (2012). The current version of this program, called Pay As You Earn (PAYE), permits borrowers to limit repayment to 10% of income after an exemption of 150% of the federal poverty level. See Income-Contingent Repayment Plans, 34 C.F.R. § 685.209(a) (2016). Graduates who have been employed by nonprofit or government employers can have the remaining balance of their loans forgiven after ten years. See Public Service Loan Forgiveness Program, 34 C.F.R. § 685.219 (2012). Graduates who have a remaining balance on their loans left after twenty years can have it forgiven regardless of the character of their employer. See id. § 685.209(a)(6). See generally JASON DELISLE & ALEXANDER HOLT, NEW AM. EDUC., ZERO MARGINAL COST: MEASURING SUBSIDIES FOR GRADUATE EDUCATION IN THE PUBLIC SERVICE LOAN FORGIVENESS PROGRAM 3 (2014) [hereinafter DELISLE & HOLT, ZERO MARGINAL COST], available at https://static.newamerica.org/attachments/759-zero-marginal-cost/ZeroMarginalCost_140910_DelisleHolt.pdf [https://perma.cc/99JE-JLW8]; John R. Brooks, Income-Driven Repayment and the Public Financing of Higher Education, 104 GEO. L.J. 229 (2016).
existing approaches to income-based finance are problematic. The government programs create incentives for students to over-borrow and schools to overcharge by focusing government funds on those students who borrow the most,3 and some fear the government programs may not continue to be available.4 Private “income-share agreements”—which were traditionally called “human capital contracts”5—face legal and practical problems as investors make initial investments to fund students’ education that they then must recover from the student’s income under contracts that may be practically difficult—and legally problematic—to enforce.6

This Article introduces a new and innovative approach to financing law school: the Income-Based Repayment Swap (IBR Swap). The IBR Swap combines structural and financial advantages of derivatives with the appeal of income-based approaches to financing law school.7 The IBR Swap uses a derivative structure to enable income-based payment for education that does not (1) rely on taxpayer subsidies or (2) implicate the practical and legal impediments associated with human capital contracts.8 IBR Swaps coordinate with existing, traditional student loans such that the investors who provide the IBR Swap to students do not have to provide up-front capital as part of the transaction. Instead, every month an institutional counterparty makes a fixed payment to a student that the student uses to pay off student loans; the student makes a reciprocal payment to the institutional counterparty of a percentage of income.

Because the IBR Swap does not involve an initial disbursement to the student, it solves two sets of problems that plague human capital contracts.9 First, because no capital is initially placed at risk, the cost of collect-

3. See, e.g., DELISLE & HOLT, ZERO MARGINAL COST, supra note 2, at 2.
6. For a further discussion of human capital contracts, see infra notes 12–29 and accompanying text.
7. Readers may find the IBR Swap concept relevant to higher education contexts beyond law school; the authors find it best to begin to think through the IBR Swap using the institutional context with which we are most familiar.
8. See infra notes 113–72 and accompanying text.
9. In this Article, we use the term human capital contract to describe a conventional income-share agreement, in which one party disburses funds to a student, and the student pays a percentage of future income to the disbursing party for...
tion and risk of nonpayment decrease dramatically, reducing costs for all parties involved. Investors are not in the position of trying to enforce an unsecured payment obligation for return on a sizable initial investment. Rather, if students default on IBR Swaps, they are still obligated to lenders. Second, the unique structure of the IBR Swap reduces the legal uncertainty associated with human capital contracts. Because of the lack of initial disbursement, an IBR Swap is not debt and therefore is not subject to the regulations on debt or student loans. For the same reason, an IBR Swap is not “equity” in a person, as some have claimed about human capital contracts.10 Because swaps are a recognized financial instrument category under current law, it is possible that IBR Swaps could become a reality without new legislation or other law reform.

But like other income-share agreements, IBR Swaps raise a host of serious concerns about differential treatment of prospective students based on criteria related to assumptions about earning power. Many object to human capital contracts on the grounds that they encourage a market which, if unregulated, might provide capital to men on more favorable terms than women and to students from more privileged backgrounds on more favorable terms than students from less privileged backgrounds, simply because investors believe that the more privileged student is a better investment. In addition, income-share agreements potentially obscure the non-financial value of higher education to the individual and the collective value of higher education to society.11

The IBR Swap does not alleviate these concerns. If anything, it compounds them by introducing a derivative structure that adds efficiency to the income-share agreement concept, potentially generating a market in financial instruments backed by student payment obligations. This Article presents the IBR Swap in order to incite critical consideration of both the potential and the limitations of private-market mechanisms for law school finance. As such, it should inspire critical assessment of what is the best and most impactful role for the government in ensuring access to law school.

Under current law, the IBR Swap structure removes some regulatory uncertainty and clears the way for a market in income-share agreements, even without new legislation. But ethical, distributional, and other questions surrounding the IBR Swap concept remain and warrant careful consideration. This Article merely begins the (daunting) task of thoroughly addressing all of the various regulatory tradeoffs that are triggered by moving from a debt-based system of financing higher education to one that interacts meaningfully with students’ post-graduate income. Nonetheless, we do identify and address several important regulatory challenges, and

---

10. See infra note 146 and accompanying text.

discuss one in some detail: the differential pricing of income-share agreements.

This Article proceeds in four parts. Part II introduces human capital contracts and presents the IBR Swap concept. It explains the IBR Swap and how it is structurally similar to existing swaps in the market. Part III presents the benefits of IBR Swaps, explaining how these contracts can—better than the current student loan model—align costs with benefits, generate information, discipline schools with respect to costs, and potentially enable the government to advance education accessibility at a lower cost to the taxpayer. Part IV considers the current legal state of affairs. Part V examines important issues that should be addressed in any future regulation of IBR Swaps and other income-share agreements.

II. HUMAN CAPITAL CONTRACTS AND INCOME-BASED REPAYMENT SWAPS

A. Human Capital Contracts

For more than half a century, economists have dreamed of a novel way to fund higher education. Instead of using traditional debt, private investors could provide capital to students in exchange for a percentage of each student’s future earnings. A “human capital contract” is a kind of “equity-like” interest in a person’s future earnings.12 In a human capital contract, “a student who wants to attend college, but does not have the resources to do so, signs a contract with an investor in which he commits to pay [a percentage] of his income for [a period of time] after graduation in exchange for [an upfront payment] received today to pay for tuition fees and living expenses.”13

Economists point to a footnote in a 1945 article by Milton Friedman and Simon Kuznets as the origin of the idea to use human capital contracts to finance higher education.14 Friedman and Kuznets complained that “investment in training is not governed by the usual profit incentives” because investors could not capture the expected return on an investment in the education of stranger.15 Because future income is so variable, advancing a student money to finance education is risky. The student may earn enough to pay you back with interest, but may well not earn enough and default on the obligation. If that happens, the lender has very little recourse, since the student has no property to offer as security in the case of default. Because of the variability of future income, debt is an ill-suited

---

13. Id.
15. Id. at 89.
mechanism for financing education.\textsuperscript{16} When business ventures are risky, and when they have little property to offer as collateral, it is common for businesses to raise capital by offering investors an ownership interest in exchange for their investments. That way, while the risk of loss is greater than in the case of debt, it is balanced by the ability to receive higher returns if the business venture is successful. Friedman and Kuznets’s footnote describes “an analogy that at first blush may seem fantastic”—“if individuals sold ‘stock’ in themselves, i.e., obligated themselves to pay a fixed proportion of future earnings, investors could ‘diversify’ their holdings and balance capital appreciations against capital losses.”\textsuperscript{17} In other words, if investors could participate in the upside gain of financially successful students, they could use that money to offset losses caused by financially unsuccessful students, and the result should be a lower cost of capital for the average student.

Friedman was not done with the idea in 1945. He returned to it in 1955, in an article that was influential in Congress’s later decision to offer federal guarantees in order to foster a student loan market.\textsuperscript{18} This time, Friedman argued more fully that this problem with fixed-rate debt as the sole source of capital for education would not exist if it were possible for investors to take an “equity interest” in the future earnings of a student.\textsuperscript{19} So why do students not find such “equity” investors? Friedman concedes that “[t]here seems no legal obstacle to private contracts of this kind, even though they are economically equivalent to the purchase of a share in an individual’s earning capacity and thus to partial slavery.”\textsuperscript{20} But Friedman recognized a host of difficulties with such a contract. Primary among them, according to Friedman, is the fact that they might be hard to enforce, since there is no property to use as collateral and the person subject to the contract may well move around to avoid collection.\textsuperscript{21}

But he also commented:

I have never been able to persuade myself that a major role has not also been played by the cumulative effect of such factors as the novelty of the idea, the reluctance to think of investment in human beings as strictly comparable to investment in physical assets, the resultant likelihood of irrational public condemnation


\textsuperscript{17} FRIEDMAN & KUZNETS, supra note 14, at 90 n.20.

\textsuperscript{18} See Milton Friedman, \textit{The Role of Government in Education, in Economics and the Public Interest} 123 (Robert A. Solo ed., 1955). But see J.R. Walsh, \textit{Capital Concept Applied to Man}, 49 Q.J. ECON. 255, 278–84 (1935) (purporting to show that there was no under-investment in “vocational” education in medicine, engineering, academics, or masters degrees, and that law was one area in which it appeared that there was under-investment).

\textsuperscript{19} Friedman, supra note 18, at 137–38.

\textsuperscript{20} Id. at 138.

\textsuperscript{21} Id.
of such contracts . . . and legal and conventional limitation on
the kind of investments that may be made by the financial in-

termediaries that would be best suited to engage in such
investments . . . .22

In other words, it may be that the impediments to these human capital
contracts are not inherent in the market, but are external, caused either
by “irrational” conventional attitudes or laws.

Even if the concept of human capital contracts has a long history,
actual human capital contracts have only begun to appear in the market
recently.23 But their modest appearance has been accompanied by a sig-
nificant amount of attention by investors, academics,24 and (most re-

22. Id. at 138–39.

23. Companies that have recently begun to offer investments that are argua-

bly human capital contracts include Fantex, Upstart, Lumni, Pave, the recently
dissolved My Rich Uncle, 13th Avenue Funding, Base Human Capital, and Cumu-

lus Funding. See About Lumni, LUMNI, http://www.lumni.net/about/ [https://per-

ma.cc/SFZ3-2ZX7] (last visited Feb. 23, 2016); About Pave, PAVE, https://www.pave-

com/about [https://perma.cc/SY3B-7D5D] (last visited Feb. 28, 2016); Home,

KDQ5-BCNB] (last visited Feb. 23, 2016); How It Works, BASE HUM. CAP., http://

[https://perma.cc/RTXM-HZ23] (last visited Feb. 23, 2016); Our Product, CUMU-


how-it-works [https://perma.cc/11E2A-BDKG] (last visited Feb. 28, 2016); Up-


24. See, e.g., Palacios, INVESTING IN HUMAN CAPITAL, supra note 12; Miguel

Palacios, TONIO DESORRENTO & ANDREW P. KELLY, AM. ENTER. INST., INVESTING IN

VALUE, SHARING RISK: FINANCING HIGHER EDUCATION THROUGH INCOME SHARE

AGREEMENTS (2014) [hereinafter Palacios et al., INVESTING IN VALUE, SHARING

Risk], available at https://www.aei.org/wp-content/uploads/2014/02/-investing-in-

value-sharing-in-risk-financing-higher-education-through-income-share-agreements

_083548906610.pdf [https://perma.cc/QH93-DGSH]; Jacobs & van Wijnbergen,

supra note 16; Michael C. Macchiarola & Arun Abraham, Options for Student Borrow-

ers: A Derivatives-Based Proposal to Protect Students and Control Dele-Fueled Inflation in

the Higher Education Market, 20 CORNELL J.L. & PUB. POL’Y 67 (2010); Shu-Yi Oei &

Diane Ring, Human Equity? Regulating the New Income Share Agreements, 68 VAND.

L. REV. 681 (2015) [hereinafter Oei & Ring, Human Equity?]; Shu-Yi Oei & Diane M.

Ring, The New “Human Equity” Transactions, 5 CALIF. L. REV. CIR. 266 (2014) [here-

inafter Oei & Ring, The New “Human Equity” Transactions]; Palacios, Human Capital

Contracts, supra note 5; Jeff Schwartz, The Corporatization of Personhood, 2015 U. ILL.

L. REV. 1119; Ritika Kapadia, Note, A Solution to the Student Loan Crisis: Human

Capital Contracts, 9 BROOK. J. CORP. FIN. & COM. L. 591 (2015); Matthew Soldner,

The Potential Market for Income Share Agreements Among Low-Income Undergraduates,


.air.org/sites/default/files/downloads/report/Income-Share-Agreements-ISAs-Po-


YH78-TYB5].

25. See H.R. 3432, 114th Cong. (1st Sess. 2015); H.R. 4436, 113th Cong. (2d

Sess. 2014).
human capital contract-like financial innovation disagree about many things, they all appear to agree that the current legal and regulatory environment creates significant uncertainty and is therefore an impediment to the development of a market for human capital contracts or similar financial products.\footnote{For example, the Upstart blog, in explaining why Upstart discontinued its income-based funding operations, stated, “while many regulatory and policy efforts are underway to facilitate the development of the market, these efforts will likely take many years.” Oei & Ring, The New “Human Equity” Transactions, supra note 24, at 270 (internal quotation marks omitted).}

Perhaps the most vocal, recent advocate of human capital contracts is Miguel Palacios, a professor of finance at Vanderbilt University’s business school and a founder of one of the first human capital contract providers, Lumni.\footnote{Miguel Palacios, VAND. U., http://www2.owen.vanderbilt.edu/miguel.palacios/ [https://perma.cc/P6YP-3CEL] (last visited Feb. 23, 2016).} Lumni provides capital upfront in exchange for a percentage of future income for students who show unusual promise. Lumni purports to be currently financing students in the United States, but Lumni started in Chile, where apparently the legal environment is less uncertain, and Palacios has complained that legal uncertainty is a significant barrier to the development of a market for human capital contracts in the United States.\footnote{Our Story, LUMNI, http://www.lumniusa.net/about/our-story [https://perma.cc/98MP-SU9Y] (last visited Feb. 23, 2016).} Palacios is not alone in believing the time is ripe to develop a market for human capital contracts or other similar financial instruments. Nobel Prize-winning economist Robert Shiller touted what he calls “income-linked loans” in a 2003 book.\footnote{See ROBERT J. SHILLER, THE NEW FINANCIAL ORDER: RISK IN THE 21ST CENTURY 140 (2003).} Recently, members of both houses of Congress have noticed the potential for what they call income-share agreements, proposing legislation in both the House and Senate to “provide the legal framework necessary for the growth of innovative private financing options for students to fund postsecondary education . . . .”\footnote{H.R. 4436; H.R. 3432.} The premise of the legislation is that various types of income-share agreements are potentially beneficial, but that the current legal environment does not permit them or is uncertain enough to raise their cost unnecessarily. In this Article, we use the term income-share agreement to refer to the whole range of financial instruments that resemble human capital contracts, including the IBR Swap.

\section{The IBR Swap}

This Article presents a relatively simple innovation to the human capital contract, which, to the authors’ knowledge, has never been proposed before.\footnote{While no one has proposed a swap structure for human capital contracts, Michael Macchiarola and Arun Abraham proposed a financial instrument that has
Swap. It solves a surprising number of both practical problems and legal uncertainty associated with human capital contracts.

An IBR Swap, as we present it, is a contract between a student in a three-year juris doctor (J.D.) program at some United States law school (the student counterparty) and a fund or financial institution (the institutional counterparty) under which the student pays a percentage of income and the institution covers the costs of the student’s law school loans in return. The institution could be any unrelated third-party investor.\(^\text{32}\)

The student borrows money to pay for education from the government, just as students do now, taking out the same type of loan as any other student seeking funding for graduate education.\(^\text{33}\) Let us imagine that a student borrows $150,000 to pay for three years of law school. Those loans come with a federally guaranteed fixed interest rate of 6.8% and a repayment schedule of ten years.\(^\text{34}\) Repayment is scheduled to begin six months after graduation. The student’s monthly loan repayments would be $1,726. The student takes that $150,000 and pays it to the school in tuition, just as any other student would.

But simultaneously with taking out loans and paying tuition, the student enters into an IBR Swap agreement with an institutional counterparty. The institutional counterparty agrees to pay the student $1,726 per month for 120 months (ten years) starting on the same day their student-loan obligations begin. In other words, the institutional counterparty agrees to pay the student the exact amount needed to pay back their loans for exactly the same term as the their loans.

With the institutional counterparty agreeing to pay the student $1,726 per month for 120 months, the student agrees to pay the institution 15% of their income for the same 120 months. So, at some

---

\(^\text{32}\) One possibility, of course, is for the institutional counterparty to be a law school, a fund created by a number of law schools, or some sort of charitable investor. These possibilities introduce a number of unique questions and concerns, however, and so for simplicity’s sake, we assume at the outset that the institutional counterparty is a generic institutional investor.


\(^\text{34}\) For simplicity’s sake, we use the 6.8% rate that has applied to most government direct graduate or professional school student loans for several years, even though under current law the interest rate for new loans is tied to the ten-year Treasury Note. For loans disbursed between July 1, 2014, and June 30, 2015, that rate is 6.21%, and for loans disbursed between July 1, 2015, and the present, the rate is 5.84%. See id.; Interest Rates and Fees, Fed. Student Aid, U.S. Dep’t of Educ., https://studentaid.ed.gov/types/loans/interest-rates [https://perma.cc/75CJ-EAEC] (last visited Feb. 28, 2016).
set day in each month, the institution pays the student $1,726, and the student pays the institution 15% of the student’s income. If the student is making $120,000 per year ($10,000 per month), then the student would owe the institution $1,500 each month. In its basic structure, this is a simple swap transaction.

A swap is a transaction in which the parties, called “counterparties,” exchange cash flows or obligations. A swap is a derivative—an agreement to transfer risk, the value of which is derived from the value of an underlying asset. The underlying asset in derivatives transactions may be any tradable instrument: an interest rate, a commodity, a currency, etc. The parties trade payment obligations (or cash flows) at specified payment dates during the agreed-upon term of the transaction. The payment obligations that the parties exchange are called the “legs” of a swap. Many different kinds of swaps exist in the market. The IBR Swap involves exchanging “fixed” payments—contractual obligations to a lender—for “floating” payments—a contractual obligation to pay a percentage of income.

The payments that swap counterparties exchange are based on a “notional amount”—a stipulated “principal” amount. As the International Swaps and Derivative Association (ISDA) states, “the notional amount[] of a derivative contract is a hypothetical underlying quantity upon which


36. See ISDA FAQs, supra note 35.

37. Id.

38. Id.

39. Id.

40. For example, there are, among others: currency swaps (in which the parties exchange principle and interest payments in one currency for principle and interest payments in a different currency); commodity swaps (in which parties exchange a fluctuating market price for a fixed price of some commodity over a designated time period); and credit default swaps (in which one party pays a fee to the other party in return for compensation for default, however defined, by some reference entity). See generally id.

41. The student-loan leg of the swap is fixed in the sense that it is denominated by contract, not in the sense that the payment amounts necessarily are fixed; they may be fixed or variable depending on whether the student borrows on a fixed or floating rate basis from lenders.

42. In an IBR Swap, the counterparties could stipulate the “notional amount” to reflect the student’s full obligation to law school lenders, or this amount also could be some portion of the student’s law school loans.
interest rate or other payment obligations are computed.43 Furthermore, the reciprocal payments may or may not be netted.44

There are several different ways to classify derivatives.45 Some classify derivatives based on the underlying assets or metrics involved.46 Others focus on whether a derivative is exchange-traded or over-the-counter (OTC),47 along with whether it is booked with a clearinghouse or not.48 The IBR Swap would be an OTC (as opposed to an exchange-traded) swap. Simply put, an OTC derivative is done directly between the counterparties, without involvement of an exchange.49

For purposes of understanding the IBR Swap, this Section draws on recent legal scholarship that classifies derivatives according to counterparty motivation.50 We can classify derivatives among those in which (1) both counterparties are hedging, (2) one counterparty is hedging and the other is speculating, and (3) both counterparties are speculating.51 The IBR Swap involves a student counterparty that is hedging a preexisting risk, and an institutional counterparty that is speculating on students’ future income, thus it is in the speculator-hedger category.52 To explain, in some contexts, derivatives serve a hedging purpose: they can offset or hedge against preexisting risks, as does insurance.53 The ability to acquire insurance can offset loss; hence, buying insurance reduces risk.

43. ISDA FAQs, supra note 35. In a swap, the counterparties do not exchange the notional amount. See id.; Timothy E. Lynch, Derivatives: A Twenty-first Century Understanding, 43 LOY. U. CHI. L.J. 1, 5 n.12 (2011) [hereinafter Lynch, Derivatives].

44. As ISDA explains: “Payment netting reduces payments due on the same date and in the same currency to a single net payment. Payment netting is essentially identical to the legal concept of set-off.” ISDA FAQs, supra note 35.


47. See Lynch, Gambling, supra note 45, at 75–76.

48. Id.

49. See I PHILIP MCBRIDE JOHNSON & THOMAS LEE HAZEN, DERIVATIVES REGULATION 74–75 (I PHILIP MCBRIDE, THOMAS LEE HAZEN & CARY C. BOSHAMER, COMMODITIES REGULATION (3d ed. 1998), successor ed. 2004); see also ISDA FAQs, supra note 35. Note that some OTC derivatives are booked with a clearinghouse. Id. An IBR Swap would not be subject to regulatory clearinghouse requirements. See infra notes 126–31 and accompanying text.


51. See Lynch, Gambling, supra note 45, at 71.

52. The possibility that a student would not have incurred risk but for the existence of an IBR Swap program does not affect this designation. See id. at 79–82.

53. See id. at 71, 75–82; see also I JOHNSON & HAZEN, supra note 49, at 28–29; M. Todd Henderson, Credit Derivatives Are Not “Insurance”, 16 CONN. INS. L.J. 1, 1–5 (2009); Manns, supra note 45.
In other contexts, derivatives serve a speculative purpose: they can create payment obligations based on the parties’ (contrasting) predictions of future events, which creates risk that did not previously exist.\(^54\)

The literature further divides derivatives that fall into the speculator-hedger category in which the speculator assumes risk for a premium—the insurance model\(^55\)—and those in which speculators expect to leverage superior information or predictive capacity—the information arbitrage model.\(^56\) IBR Swaps could follow either an insurance model or an information arbitrage model.

---

54. Commentators often describe derivatives as bets, in a literal sense. They are agreements under which one party will pay the other, depending on whether certain events occur. Lynn A. Stout, Derivatives and the Legal Origins of the 2008 Credit Crisis, 1 Harv. Bus. L. Rev. 1, 6 (2011) [hereinafter Stout, Derivatives] (stating that “[t]he value of a derivative agreement is ‘derived’ from the performance of the underlying financial phenomenon, just as the value of a betting ticket at the racetrack is ‘derived’ from the performance of a horse in a race”). Betting can serve very different purposes in different market contexts. Regulatory and market challenges surrounding derivatives concern the fact that speculative betting can reduce welfare by exposing market actors to new risks without a compensating increase in returns. See id. at 8; Lynch, Gambling, supra note 45, at 93–94. Bets that are hedging, or serve an insurance function, in contrast, involve transfer of risk for a premium. “In the parlance of economic theory,” Stout explains, “speculative derivatives trading is a form of rent-seeking—trying to acquire wealth not by creating it, but by taking existing wealth from someone else.” Stout, Derivatives, supra, at 9. However, many defend speculative derivatives on grounds that they provide other benefits such as greater liquidity and price discovery. See Lynch, Gambling, supra note 45, at 74.

55. Under an insurance model, counterparties agree to swap payments based on a formula that slightly favors the risk purchaser—paying, in essence, a premium for transferring the risk. In the case of a derivative that follows the insurance model, the terms of the derivative will favor, to some degree, the speculating counterparty. Such speculators earn profits in aggregate, over time, by entering many contracts and then allowing the favorable terms, combined with probabilities and events over time, to yield a return. See Lynch, Gambling, supra note 45, at 80–82. The speculating counterparty does not receive a “price” embedded in the contract, like an insurance premium, necessarily. Rather, the counterparties may calculate the amounts of payments to be swapped, or other terms of the swap, using formulas designed to slightly favor the speculating counterparty. See id. at 79 n.49.

56. Under an information arbitrage model, risk purchasers invest in generating better information than their counterparties have. In the case of a speculator-hedger derivative that follows the information arbitrage model, the speculating party may not assume risk for a “price.” Rather, this counterparty may be privy to superior information about the direction or future value of the underlying asset or may have better tools or predictive skills. This kind of speculator counterparty will enter into a derivative contract with market (not favorable) terms and then wait for its predictive skills and informational advantages to produce a return. See id. at 79–81. This counterparty may invest in research and collect and analyze data in a way that the hedger does not. The hedger counterparty gets to mitigate risk at current market rates. The speculator counterparty gets to leverage the value of its information and analysis vis-à-vis a certain type of underlying asset with the numerous hedgers seeking to transfer risk. Id. Derivatives in which a speculating counterparty follows the information arbitrage model can contribute to price discovery, helping the market to determine accurate market prices for the underlying asset.
The pricing of an IBR Swap turns on a prediction of the student’s future earnings over the term of the swap. A swap priced to “break even” would be one in which the predicted average earnings of the student produce payments to the swap counterparty that exactly match the payments that the swap counterparty agrees to make to the student. So, for example, if the institutional counterparty has agreed to make monthly payments of $1,726 to the student for ten years (exactly the amount needed to service a loan for $150,000 at 6.8% interest), then the parties would break even if the swap was “priced” at 15% and the student earned $138,080 per year on average over the ten-year term of the swap. In that scenario, the student would pay on average $1,726 per month to the institutional counterparty and the institutional counterparty would pay the student the same $1,726 per month.

But, of course, parties presumably would not price a swap at a perfect “breakeven price.” First of all, in an IBR Swap, the two counterparties—the student counterparty and the institutional counterparty—assume credit risk associated with the willingness and ability of the other counterparty to perform. The student counterparty assumes the risk that the institutional counterparty could default on the student’s obligations to lenders. The institutional counterparty assumes risk that the student counterparty could default on making the income-based payments. If either party defaults, the result is that the student is liable for any payments owed on outstanding student loans. This credit risk would have to be incorporated into the price of the swap. In addition, institutional counterparties would presumably want to be compensated for their costs of capital; their payments are likely to be bigger than the student’s corresponding payment in the beginning of the swap’s term. In addition, institutional counterparties will want to price in some profit for themselves.

If the student counterparty earns more than expected, there is an incentive for the student to default on their payment obligations, but the IBR Swap would be designed to prevent student default in this circumstance, giving institutional counterparties all the tools that lenders have to ensure compliance.57 Conversely, if the student counterparty earns a relatively low income, the IBR Swap has a negative value for the institutional counterparty and a positive value for the student counterparty. IBR Swaps may require regulation—such as capital adequacy requirements and pen-

alties for breach—to prevent institutional counterparties from defaulting on swaps that have a negative value to them. 58

III. Benefits of the IBR Swap

The current interest in income-share agreements accompanies widespread anxiety about the rising costs of higher education and the recognition that traditional student loans are significantly burdening students. 59 In the law school context, where students can borrow the total cost of attendance at their institutions, which may be as high as $230,000 for three years of attendance, 60 the situation for graduates is even more pronounced than in other areas. 61 Supporters of income-share agreements argue that market-based financial innovations, like human capital contracts, offer several benefits over traditional debt.

These same benefits apply equally to IBR Swaps. But there are additional benefits that are unique to IBR Swaps. This Section first discusses benefits that IBR Swaps share with human capital contracts and other similar instruments. It includes both benefits over traditional debt and potential benefits over the current governmental income-based repayment programs. It then explains those benefits that arise from unique attributes of the IBR Swap.

A. Benefits Shared with Other Income-Share Agreements

1. Alignment of Costs with Benefits

The primary benefit of IBR Swaps and other income-share agreements is that they do a better job than debt of aligning the costs of an

58. In addition, contractual terms or regulation may be necessary in IBR Swaps to reduce moral hazard, as they are in some other derivatives contexts. See Lynch, Gambling, supra note 45, at 107; Frank Partnoy & David A. Skeel, Jr., The Promise and Perils of Credit Derivatives, 75 U. Cin. L. Rev. 1019, 1034–36 (2007).

59. See Palacios, Human Capital Contracts, supra note 5, at 2.

60. See, e.g., Delisle & Holt, Zero Marginal Cost, supra note 2, at 3 (“[G]raduate students have been able to use the program to finance the entire cost of their educations . . . without limit since 2006.” (citing Deficit Reduction Act of 2005, Pub. L. No. 109-171, 20 U.S.C. § 8005 (2006))).

education to the financial benefit to the student. A debt arrangement defines the cost to students before they know how much money they will earn post-graduation. If a student loan program is going to break even, the interest rate must be high enough for regular borrowers to subsidize those borrowers who default because they do not earn enough to service their loans. Thus, all students who earn enough to avoid default must subsidize those students who earn too little and default. But the large majority of students who earn enough to avoid default pay the same amount, no matter how much they earn. For low earners who nonetheless earn enough to avoid default, the rate can be a very high percentage of their income.

The IBR Swap solves the problem of variable earnings by retrospectively tailoring the cost of education, so to speak, based on the amount the graduate actually earns. Instead of having a single rate that everybody pays, the rate of repayment is adjusted based on the student’s individual ability to pay after the fact. This tailoring of the repayment rate to post-graduation income means that graduates who earn above the mean income subsidize students who earn below the mean. Thus, the cost for the median earner goes down, since above average returns can be captured from high earners, unlike in a traditional debt arrangement in which every non-defaulting borrower pays the same (relatively high) rate.

This decrease in cost for median earners could be substantial, depending on the default rate in the traditional loan program. But for non-defaulting low earners, the decrease in cost is even more substantial. Thus, the primary benefit of income-share agreements is that they dramatically decrease the cost of education for graduates who end up not earning high incomes. If it is true that there is some inherent uncertainty about which students will be high earners and which will be low earners, this reduction in the downside risk of low earning is a huge benefit. It enables students to decrease the downside financial risk that their educations will not result in earnings high enough to justify the cost.

In the law school context, the variation of earnings is extreme. Currently, this problem of extreme variation in earnings among graduates is

---

62. Shiller, supra note 29, at 139.

63. If there is no real uncertainty from the student’s perspective, and the student’s actions largely determine earnings (through effort, for example), then the benefits of insuring against downside risk are dramatically reduced. In this case, so-called moral hazard could reduce the value of the IBR Swap’s structure. See infra notes 143–45 and accompanying text.

64. According to the National Association of Law Schools (NALP), the distribution of starting salaries of law school graduates is bimodal, with one peak (representing about 16% of students) making approximately $160,000 and a second peak (representing about 51% of students) making between $40,000 and $65,000. See Class of 2013 Bimodal Salary Curve, NALP (July 2013), http://www.nalp.org/class_of_2013_bimodal_salary_curve [https://perma.cc/6AXE-MRJ7]. This data excludes graduates working part-time and graduates who are not employed. Michael Simkovic and Frank McIntyre survey available data on lifetime earnings by law school graduates, which shows a similar wide disparity in earnings. See Michael
at least partially addressed by an expansion of income-based repayment programs by the Obama Administration. But these programs, which are designed to enable those borrowers who have the most debt and the lowest income to avoid default, do not do as good a job aligning the costs of education with the financial benefits derived from it as an IBR Swap.

A governmental income-based repayment option prevents very low-income students from defaulting, but it does not reduce the cost for median students. It also does nothing for students who only borrow part of the costs of their education, because they do not have enough debt to trigger the entrance requirements for the program. An IBR Swap, on the other hand, adjusts the amount repaid for one’s education dollar for dollar based on the ex post financial value of that education, as reflected in one’s overall income. Thus, an IBR Swap performs a more precise matching of ability-to-pay with financial benefit than government income-based repayment and loan forgiveness programs.

Some proponents of income-share agreements support them because they believe that income-share agreements have the potential to decrease the government’s involvement in higher education finance. These commentators believe that existing government programs, especially governmental IBR expanded by the Obama Administration, commit taxpayer funds in ways that can have perverse effects on costs and can potentially subsidize students whose families could afford to pay without assistance. Because IBR Swaps and other income-share agreements subsidize the risk of low earning graduates with earnings from high-earning graduates, the need for taxpayers to subsidize low-earning graduates is potentially diminished. And because income-share agreements permit low-earning students to pay less, the need for government-subsidized insurance against

Simkovic & Frank McIntyre, The Economic Value of a Law Degree, 43 J. LEGAL STUD. 249, 254 (2014). For example, the United States Bureau of Labor Statistics has data for all lawyers, which shows that in 2012, the 75th percentile compensation was about $160,000 (at all levels) and that the 25th percentile was about $70,000. See Occupational Employment Statistics: Lawyers, U.S. DEP’T OF LABOR (May 2012), http://data.bls.gov/cgi-bin/print.pl/oes/2012/may/oes231011.htm [https://perma.cc/B9EB-EFY6] (last modified Mar. 29, 2013).

65. See, e.g., Carey, supra note 4.

66. This feature of the government’s IBR programs creates strong incentives for students to over-borrow. It could be corrected in the government program by tailoring the eligibility requirements for the income-based repayment programs to the amount borrowed. See, e.g., Delisle & Holt, Zero Marginal Cost, supra note 2, at 21–23.

67. See, e.g., Palacios, Human Capital Contracts, supra note 5, at 3.

68. See, e.g., Delisle & Holt, Safety Net or Windfall?, supra note 61, at 10; Delisle & Holt, Zero Marginal Cost, supra note 2, at 21.

69. The government subsidies are currently almost exclusively to be found in the government’s IBR programs, since the current system of federal student loan financing (excluding the loan forgiveness programs) currently operates at a profit for the government.
low earnings in the form of income-based repayment or loan forgiveness is dramatically reduced.70

But even for those who believe that higher education should be subsidized by taxpayers, IBR Swaps and other income-share agreements offer an opportunity to clarify the discourse around governmental support for education and redirect resources where they will do the most good.71 If the existence of a market for IBR Swaps would diminish the problem of low-earning graduates being unable to pay for their higher education, then that would enable the government to focus its resources on providing educational opportunities to those who need them the most. For example, the government could redirect its efforts and funds to provide grants for students without means, or to fund state educational institutions or other programs that are targeted to increase access to higher education for those students who have barriers to access. In the law school context, a market for IBR Swaps would enable the government to withdraw from its current loan forgiveness programs (at least for future students) and refocus its resources on making legal education better, cheaper, and more accessible to low-income and minority students—if those are the policy objectives the government chooses to pursue. Alternatively, the government could focus its resources on making higher education, and even law school, cheaper and more accessible for all students.

2. Information for Students

The second most often touted potential benefit of income-share agreements is their ability to communicate information to students seeking an education.72 Advocates for human capital contracts emphasize in-

70. Some argue that the current governmental IBR represents a significant subsidy in the law school context. See, e.g., Delisle & Holt, Safety Net or Windfall?, supra note 61, at 1; Tamanaha, The Problems with Income Based Repayment, supra note 61. For example, a law student who borrows $125,000 will qualify for the government’s income-based repayment and loan forgiveness programs even if the student earns up to $172,620 per year. (The math here is slightly simplified—$125,000 at 6.8% for ten years is $17,262 per month; a student qualifies for PAYE if payments under the standard ten-year payment option exceed 10% of annual income.) However, qualifying for income-based repayment does not necessarily represent a subsidy from the federal government, since loan forgiveness only comes after twenty years, after which time many students will have paid back the full amount of their loans.


72. See Shiller, supra note 29, at 133; see also Palacios, Human Capital Contracts, supra note 5, at 1, 5–6.
formation-generating benefits of income-share financing, as the pricing of individual income-share agreements would communicate information to students about the institutional counterparty’s assessment of a student’s potential and of the value of the programs or careers the student is pursuing.73

However, the extent to which this “differential pricing” of income-share agreements can generate useful information for students may be far less than advocates indicate. In order to generate information about the value of a given program, vis-à-vis another program, pricing would have to control for other attributes of the student, concentrating differentials on program differences. Current models for income-share agreements do not do this. In addition, as discussed below, while many describe this differential pricing as a “feature” of income-share agreements, it is also a significant “bug.”74 In any event, to the extent that human capital contracts produce useful information, the IBR Swap would do so as well.

Palacios describes information benefits of human capital contracts this way:

The pricing of human capital contracts will be based on the investor’s expectations of a student’s future income during the repayment period. Those expectations will depend on the school that the student is attending, the student’s field of study, and other factors considered relevant to the student’s future earnings. Thus, by observing the price of these contracts, comparisons of earnings expectations will be possible in an easy, straightforward manner.75

There is significant outcry that such information is not currently available to students, especially law students, and that much of the information provided is skewed or even fraudulent.76 Thus, a law-school financing mechanism that could incentivize investors to spend the time and money to collect the highest quality information available to predict probable earnings of students graduating from specific schools, or based on other characteristics, would be welcome by many.

IBR Swaps, in theory, would incentivize investment in information gathering.77 The nature of that information, however, and its usefulness

73. See, e.g., Crawford & Sheets, supra note 71.
74. See infra Part IV(A).
75. Palacios, Human Capital Contracts, supra note 5, at 5.
76. TAMANAHA, FAILING LAW SCHOOLS, supra note 61, at 143.
77. Price discovery is the impounding of new information into asset prices, through trading. In theory, the concept of price discovery can refer broadly to the capture and aggregation of market wisdom about future events. See DON M. CHANCE & ROBERT BROOKS, AN INTRODUCTION TO DERIVATIVES AND RISK MANAGEMENT 11–12 (7th ed. 2007); S.L. GUPTA, FINANCIAL DERIVATIVES (THEORY, CONCEPTS AND PROBLEMS) 16–17, 35, 90 (2006); Joel Hasbrouck, One Security, Many Markets: Determining the Contributions to Price Discovery, 50 J. FIN. 1175, 1175–77 (1995); Lynch, Gambling, supra note 45, at 108–18. Some contend that derivatives are use-
to students would remain to be seen. To understand how the “price” of an IBR Swap or other income-share agreement could communicate information to a student, it is first necessary to understand what “price” means in this context. Palacios explains it this way: “Let’s define the price of a human capital contract as the percentage of income that a student agrees to pay back to the investor per dollar provided.”78 As was discussed above, a “breakeven price” could be identified for each student based on the amount the counterparty will be obligated to pay each month,79 the term of the IBR Swap, and the projected earnings of the student over the term of the IBR Swap. In the example described above, the counterparty paid the student $1,726 per month ($20,712 per year), the term was ten years, and the projected average annual earnings of the student over those ten years was $138,080, resulting in a “price” of 15%.80

However, that 15% “price” is derived from the other variables and is therefore not fixed. If differential pricing were permitted, then institutional counterparties might offer IBR Swaps (or other income-share agreements) to different students at different prices. For example, while one student (Ben) might be expected to earn on average $138,080 per year, justifying a 15% price for receiving $150,000 upfront, another student (Heather) might be expected to earn more. If Heather was expected to earn $207,129, for example, she may be offered a contract with a price of 10% of her income over the same period in exchange for the same

ful to predict information, such as creditworthiness. See Mark J. Flannery, Joel F. Houston & Frank Partnoy, Credit Default Swap Spreads as Viable Substitutes for Credit Ratings, 158 U. PA. L. REV. 2085 (2010). In the literature on derivatives, scholars debate whether a robust futures market can provide beneficial “price discovery,” focusing on the relationship between futures or options prices and spot prices in exchange-based markets. Some contend that the price discovery benefits of speculative derivatives justify their risks (or offset the net reduction in welfare associated with rent-seeking). See Kenneth D. Garbade & William L. Silber, Price Movements and Price Discovery in Futures and Cash Markets, 65 REV. ECON. & STAT. 289 (1983); Robert W. Kolb, James V. Jordan & Gerald D. Gay, Futures Prices and Expected Future Spot Prices, 2 REV. RES. FUTURES MARKETS 110 (1983). Others contend that the information that derivatives markets yield outpace spot prices by such short intervals that the benefits do not offset speculative derivatives’ costs. See Lynch, Gambling, supra note 45, at 116–18; Lynn A. Stout, Betting the Bank: How Derivatives Trading Under Conditions of Uncertainty Can Increase Risks and Erode Returns in Financial Markets, 21 J. CORP. L. 53, 55–59 (1995); Lynn A. Stout, Regulate OTC Derivatives by Deregulating Them, REG., Fall 2009, at 30, 31–33 [hereinafter Stout, Regulate OTC Derivatives]. This literature may be only marginally relevant to the IBR Swap, the “price discovery” functions of which may be quite limited.

78. See Palacios, Human Capital Contracts, supra note 5, at 5.
79. See id.
80. The price of 15% is based on the fact that the student received $150,000 upfront. However, the price should actually be expressed as a function of how much was received. So, for example 15% for $150,000 is really 1% for each $10,000 received. Therefore, if the student has some savings and so chooses only to obtain $100,000 through a human capital contract, they will only have to pay back 10% of their income over twenty years.
Even though they both pay for their entire education with a human capital contract, and even though their educations cost the same amount, Ben will have to pay back one and one-half as much as a percentage of his future income as Heather. The difference in price reflects the fact that the investor predicted that Heather’s future income over the relevant period is likely to be higher than Ben’s future income. They will pay the same amount as each other if they earn the amount predicted, which, if the price is the “breakeven price,” will be the same amount that either would pay under a traditional loan. If either one earns more or less than predicted, they will pay the commensurate amount more or less according to the “price” of their contract.

Palacios and others assume that investors would take into account (1) school, (2) field of study, and (3) other factors when setting an appropriate price for a human capital contract. In the law school context, investors might charge more—as a percentage of income—to a student attending a low-ranked law school than a student attending a highly-ranked law school, based on projected income. If they were permitted, investors might charge students who attended the same school less or more depending on their Law School Admission Test (LSAT) scores or undergraduate GPAs, if they determined that these factors were predictive of earnings. Finally, if it was legal to do so, investors might charge a student more if that student was a woman than if that student was a man, again based on projected income, since women (including female lawyers) earn less on average than men. Some may find this differential pricing deeply disturbing, and we discuss tradeoffs in regulating differential pricing below in Part V. But it is important to recognize that there is no production of information to students without some kind of differential pricing.

Currently, law schools are required by the American Bar Association (ABA) to survey their students to determine how many of them are employed nine months after graduation and what type of employment they

---

81. For Ben, the calculation is as follows: $20,712 \div 138,080 = .15$; for Heather, it is as follows: $20,712 \div 207,129 = .10$.
82. Just to be clear, the cost of financing a law school education is likely to be about the same under fixed debt and an income-share agreement if the student earns the amount that they are predicted to earn. If the student earns less than predicted, then their cost will be higher under debt financing than under an income-share agreement. If they earn more than predicted, their cost will be higher under an income-share agreement than under debt financing.
83. See Palacios, Human Capital Contracts, supra note 5, at 5.
84. It appears that the few companies currently purporting to offer human capital contracts are making individualized pricing decisions based on a variety of potentially intangible factors, given that they appear to be choosing a very few, very promising students to receive the first contracts. They are, in effect, “cherry picking” students. The authors know of no study that supports an inference that law school graduates with higher LSAT scores or undergraduate GPAs make more money than their peers, once other factors are controlled.
85. See infra Part V(A).
have. Some commentators have criticized this employment information as untrustworthy, misleading, insufficient, or even fraudulent.86 An investor in IBR Swaps would need to have much more robust information about the earnings of those students in which they invested. In order to "price" the contract adequately, an investor would have to assess the long-term earnings prospects of each participant.87 In theory, as a market for IBR Swaps developed, investors would compete to develop the most predictive models of future earnings, providing students with a range of opinions about their future earning capacity.

Some believe that the information-providing benefit of differentially priced IBR Swaps may introduce pressure on what is perceived as excessive costs of education, especially law school education. The extent to which higher education costs are in fact excessive (rather than simply high), their relationship to inflation, the rates at which they rise, and their capacity to respond to downward pressure, are subjects of a rich literature.88 Though assessing cost is complex, an income-based financing program like the IBR Swap might create some downward pressure if it provided information to students about the relationship between cost and future earnings that make the cost seem unjustified.89

Because the current education-financing system provides financing on the same terms no matter what a student studies and where, and because students have such thin or misleading information about earnings projections for graduates of various schools, commentators believe that tuition costs are relatively insensitive to price pressures.90 In other words, because students are unable to evaluate how much different types of educations are worth, from a financial point of view, they are prevented from making good choices about where to go and what to study.91 In the law school context, some commentators believe that law schools with low-earn-

86. See, e.g., TAMANAH, FAILING LAW SCHOOLS, supra note 61, at 143.

87. If an investor was more interested in communicating rosy information about employment prospects of law school graduates than in making money or breaking even, that investor could “distort” the signal provided by predictive data. That might be a reason to favor independent investors as an institution providing a human capital contract or IBR Swap over a law school.


89. Of course, if the effect instead shows the opposite, then the price pressure could be upwards.


91. See, e.g., id. at 567 (“[S]kewed incentives and information asymmetries have increasingly shifted educational resources away from human capital investment and toward present consumption.”).
ing graduates are unsustainably expensive. Students are willing to pay the high cost of education at least partially because the structure of the current educational financing system makes it easy to overburden oneself with debt in programs that are unlikely to provide employment opportunities commensurate with their price.

Governmental IBR currently exacerbates this problem. Governmental IBR is structured as a ceiling on loan repayments for students who participate. But this ceiling is the same no matter how much a student borrows. So, a student who borrows $30,000 for college will be able to take advantage of governmental IBR only if their income is less than $55,215. A student who borrows $125,000 for law school, in addition to the $30,000 they borrowed for college, will be able to take advantage of governmental IBR until their income exceeds $210,240. If they expect their income to be below that amount, they can, in effect, continue to borrow without their cost going up at all. No matter how much the student borrows, they pay a flat 10% of their income in repayment obligations. Some commentators think this situation creates bad incentives for students, because they have an incentive to continue attending school beyond when it is useful to them and also to borrow as much as permitted to fund their educations. It also creates bad incentives for schools, which can increase tuition without any additional cost to students who are already borrowing so much that they are virtually guaranteed to be covered by governmental IBR.

Because the percentage a graduate owes under an IBR Swap depends on how much they borrow, the perverse incentives of governmental IBR go away. In other words, rather than owing a flat 10% ceiling no matter how much a student borrows, under an IBR Swap (or other income-share

92. See, e.g., Gregory Crespi, Will the Income-Based Repayment Program Enable Law Schools to Continue to Provide “Harvard-Style” Legal Education?, 67 SMU L. REV. 51, 60 (2014); see also TAMANAH, FAILING LAW SCHOOLS, supra note 61, at 122–25.

93. This calculation is for the PAYE program, under which a student may limit their monthly payments to 10% of “discretionary income,” which is defined as 150% of the DHHS Poverty Guideline for the year. In 2014, the 150% of the Poverty Guideline for a single person living in the continental United States was $17,655. Assuming that the student had total eligible debt of $30,000 at 4.66% interest rate (Stafford rates for 2014), they would owe $313 per month (or $3,756 per year) under the standard (ten-year) repayment plan. Therefore, once the student’s income exceeded $55,215, their payments under the PAYE program would be less than their payments under the standard program, and they would be eligible to participate in PAYE.

94. The slightly simplified math is as follows: under the standard plan, $3,756 for the undergraduate loan, plus $17,268 ($125,000 at 6.8%, see supra note 34, under the standard ten-year payment plan) equals $21,024. Therefore, when the student's income reached $227,895, the amount of discretionary income would be $210,240 ($227,895 minus 17,655), their annual payment under PAYE would be $21,024, and so they would at that point be eligible for PAYE.

95. See DELISLE & HOLT, ZERO MARGINAL COST, supra note 2, at 10 (describing what Delisle and Holt call “zero marginal cost threshold”).

96. See id.
agreement), the student would owe a percentage tied to the amount they borrowed. In that case, the cost of further borrowing always increases the future cost of repayment, removing the perverse incentives in the current government programs.97

B. Benefits Unique to IBR Swaps

While income-share agreements have a number of benefits, Milton Friedman had already identified problems with them over fifty years ago. There are two problems with human capital contracts that are not solved by IBR Swaps: adverse selection98 and moral hazard.99 IBR Swaps, however, do largely solve the three other biggest problems associated with human capital contracts. First, because the institutional counterparty provides no money up front to the student, the costs of collection and risk of default should dramatically decrease as compared to human capital contracts. Second, IBR Swaps integrate with existing government programs to help students finance their educations, while human capital contracts compete with such programs. Finally, IBR Swaps are less risky for institutional counterparties than human capital contracts, because there is no need for the institutional counterparty to put significant amounts of capital at risk. These benefits make it possible for a widespread market in income-share agreements to become a reality for students.

1. IBR Swaps Reduce Default Risk and Collection Costs

There is an inherent collection problem in all student loans, since such loans are unsecured. Students do not generally have property to serve as collateral for their loans, and therefore one of the primary mechanisms for reducing risk of non-payment in large lending markets is absent in the student loan context. This was one of the factors that induced the federal government to enter the student loan business in the first place.

Risk of non-payment exists in the human capital contract market as well as in the student loan market. Under any type of income-share agreement, the investor shares some of the student’s risk of under-earning and is compensated for this risk-sharing by distributing the risk of low earning broadly among a pool of students. But in addition to the risk of under-earning by students, there is a risk that a student who has received an upfront payment from an investor and used it for their education would then refuse to repay the investor, even if they are able. This risk exists every time one person provides something of value upfront in exchange for another promising something of value in the future.100 An investor

97. The government could also remove these perverse incentives by tying the percentage owed under their IBR programs to the amount borrowed.
98. See infra Part IV(B).
99. For a variety of reasons we think moral hazard is not a significant problem in the IBR Swap context. See infra notes 143–45.
100. See, e.g., Arthur Allen Leff, Injury, Ignorance and Spite—The Dynamics of Coercive Collection, 80 YALE L.J. 1, 1 (1970) (“Whenever one person does something
incurs costs when students do not pay what they owe, both because some amount will never be collected and because monitoring the student’s earnings and enforcing their obligation to pay has costs.

On one hand, human capital contracts may have a lower cost of collection than traditional debt. Because low-earners pay very little under the terms of the contract, income-share agreements shift the focus of collection for non-payment from low-earning graduates (the perennial collection problem for traditional student loans) to high-earning graduates. Low-earning graduates owe less, so they are more able to make their required payments. High-earners, as their income goes up, have more incentive to try to avoid repayment. If it is true that it is harder to collect money from someone who has very little, focusing collection on high earners may decrease at least some collection costs.

On the other hand, costs of collection may be high for human capital contracts, since default becomes more attractive as a student’s post-graduate income rises. As a high earner’s income grows, they may compare the amount they owe under a human capital contract to the amount they would have paid under a traditional debt instrument. As this difference grows, the high earner might feel justified reneging on their agreement, even if they would not have felt justified in the case of a traditional loan. And the fact that the student is a high earner means that they may have access to the means, like legal counsel, to press a claim to avoid repayment.

Whether high-earning or low-earning, collection-evaders are actually more expensive to pursue is an empirical question beyond the scope of this Article. It is difficult to add up these disparate and speculative costs of collection, but they are likely substantial. Some believe that factors like these were instrumental in the demise of Yale’s so-called “Tuition Postponement Option,” a voluntary income-based tuition program that was available for students at Yale College from 1971 to 1978.101

The primary practical benefit of an IBR Swap over a human capital contract is that the IBR Swap should have significantly lower costs of collection across the board. This decrease in costs of collection comes from the fact that the institutional counterparty provides no money up front to the student. Rather, the student gets all the money they need for their education from a lender, who is likely the federal government. Therefore, the student’s payment obligation is split between the lender and the inves-

---

101. Robert Shiller has an informative description of the program, in which he concluded that it “was a wonderful idea, but it . . . [among other things] confronted then-current individual impressions of fairness.” SHILLER, supra note 29, at 143.
This bifurcation of payment obligation reduces the cost of collection for the investor.  

As discussed above, the student has an obligation to pay a fixed amount to the lender no matter how much they earn. They and the institutional counterparty then make reciprocal payments that are either exactly equal, result in a net positive for the student, or result in a net positive for the institutional counterparty. Remember, the amount of income the student earns at which the reciprocal payments are exactly equal is called the break-even point.

If the student earns less than the break-even point, then they are receiving more from the institutional counterparty than they are paying it. In that situation, obviously, the student has a strong incentive to perform. Every time the reciprocal payments do not occur, they lose money. So, if the reciprocal payments only occur when the student both reports information to the institutional counterparty and makes the appropriate payment to the institutional counterparty, then the institutional counterparty’s costs of collection should be quite low. The counterparty presumably never needs to chase down low-earning students or expend significant sums to monitor them. It does have to make sure it has a system in place to keep track of which students have made payments to it, so it does not make payments to students who have not made their appropriate reciprocal payments. It also needs some system to ensure that students are not providing false or fraudulent information about their income, since a student’s reported income determines the amount of money the student pays the institutional counterparty. But the counterparty has a pretty big stick that it can swing: each month it pays the student more than the student pays it.

This situation is dramatically different from a human capital contract, in which the investor provides a bulk payment up front. Once the student receives the upfront capital and spends it on tuition, the entire obligation flows the other way, from student to investor. Therefore, it is in the student’s interest to avoid payment or even disappear if possible, even if their income is below what would be the break-even amount in an IBR Swap. The only “sticks” the institutional investor wields are the enforcement provisions that lenders use to enforce unsecured debts. Since in the case of an IBR Swap the institutional counterparty has provided nothing up

102. Note that the total cost of collection shared between the investor and the lender may be the same or even greater than the cost of collection associated with a human capital contract. We focus on the cost of collection for the investor alone, who is able to “piggy back” on the collection efforts of the lender and thereby save money.

103. There is a wide range of contractual options available to enforce payment and income-monitoring, including required submission of student’s federal income tax forms and required information sharing from student loan lenders.

104. In this context, legal uncertainty about whether human capital contracts constitute debt or are dischargeable in bankruptcy becomes important. See infra Part IV(C) & (D).
front, the student depends on it to make ongoing monthly payments. It is in the student’s interest to maintain the relationship and provide what is needed to receive those ongoing reciprocal payments.

When students earn more than the break-even amount, the situation is reversed, and it is in the student’s interest to avoid payment. But, as compared to a human capital contract, an institutional counterparty providing an IBR Swap is in much better shape. That is because the amount owed to the IBR Swap institutional counterparty is a fraction of the amount that would be owed to a human capital contract investor, as the student’s total payment obligation is split between the student’s lender and the swap counterparty.

Take as an example the student described above who earns $160,000. The student owes $1,726 per month on law school loans. The student also has a reciprocal obligation under which they pay the institutional counterparty $2,000, and it pays them $1,726, which represents a net payment from the student to the institutional counterparty of $274. If the student stops paying the IBR Swap institutional counterparty the $2,000 they owe, the institutional counterparty will stop paying the student the $1,726 it owes them.105 This default results in a monthly benefit to the student of only $274, while their monthly benefit would be the full $2,000 if they defaulted on a human capital contract with the same terms.

If the student wants to avoid payment altogether, they have to default not only on their payments under the IBR Swap, but also to their lender. Obviously, if the benefit of defaulting on the student’s obligation to the institutional counterparty alone is only $274 instead of $2,000 per month, their incentive to default is lower. If they choose to default on their entire obligation—$274 to the institutional counterparty and $1,726 to the lender—then they will have both the lender and the institutional counterparty seeking to enforce the obligation. In that case, presumably, there would be at least some collection synergies that would reduce the cost of collection for the institutional counterparty. And if they both fail, the institutional counterparty will only lose $274 per month. The lender takes the bigger loss from the default.

In addition, the fact that a student’s income is likely to go up over the course of their post-graduate career means that they are likely to have

---

105. Reciprocal payments could be reduced to a single net payment. Under this system, the payment obligation of the student counterparty would be netted against the payment obligation of the institutional counterparty; one counterparty would make a net payment. If the institutional counterparty owed the student $1,726, and the student owed the institutional counterparty $2,000, there would be a single payment of $274 from the student to the institutional counterparty. In another alternative, the institutional counterparty could make its full payment directly to the student’s lender and collect the full amount the student owes directly. Under this scenario, the institutional counterparty would ensure that the student was not defaulting on its loan and keeping the institutional counterparty’s payments, but the institutional counterparty would be required to collect the whole amount from the student.
started their career receiving a net benefit from the institutional counterparty. In that case, they may have developed a personal “culture of compliance,” in which they have gotten into the habit of making their payments to the institutional counterparty, and this culture of compliance may raise the personal, psychic costs of defaulting for the student. In any case, while collection costs do not disappear in an IBR Swap, limiting collection problems to high-earning students, and even decreasing them substantially, should dramatically decrease collection costs.

But more importantly, the fact that IBR Swaps coordinate with governmental loan programs means that the government is still collecting a significant portion of the student’s repayment obligation. The government can use collection mechanisms that are superior to those available to ordinary lenders or human capital contract providers. It currently administers $1 trillion of student loans, and thus economies of scale drive down costs of collection. In addition, once a student has defaulted, the government has the ability to withhold tax refunds, garnish paychecks, and take a portion of social security benefits—all without a court order. It also has made student loans non-dischargeable in bankruptcy. If human capital contracts were entered into with private investors, none of the collection benefits of governmental student loans would apply. The private parties would be left to their own devices to enforce collection, and these costs could represent a significant cost per agreement, driving up the price. In the case of an IBR Swap, however, because the payment obligation is split between the government lender and the IBR provider, the collection methods available to the government are not lost, but can be used to collect a portion of the student’s repayment obligation.

2. IBR Swaps Coordinate with Government Student-Loan Programs

Unlike human capital contracts, the IBR Swap complements, rather than competes with, existing governmental student loan programs. The benefit of this coordination is apparent in reducing collection costs, but it also has additional benefits. Under current law, the federal government provides loans to students for attending law school at a fixed rate. There is some controversy currently about whether the rate is too high, but it is inarguably lower than could be obtained from private lenders. Because the federal government still provides the upfront capital (in the form of a student loan) for a student’s education when the student enters an IBR Swap, the student can benefit from this favorable interest rate.


Human capital contracts, on the other hand, compete with federal student loans. A student who wishes to enter into a human capital contract must forego student loans in favor of the contract. Therefore, any subsidies that are provided by the federal government to the student loan industry by guaranteeing or directly offering student loans cannot be used by students who obtain their financing through human capital contracts. In addition, any loan-forgiveness programs offered or subsidized by the government will not be available to human capital contract holders. In this way, human capital contracts must not only provide terms that are more attractive than those offered by traditional lenders, they must offer terms that are more attractive than those offered by the government.

IBR Swaps are designed specifically to be used in conjunction with federal student loan programs, and so any subsidy available through the federal student loan system is also available to students with IBR Swaps. If the government should ever increase the subsidies provided through the student loan system, this would negatively impact a market for human capital contracts. IBR Swaps, on the other hand, act in the opposite way. They complement governmental loan programs and automatically integrate any benefits provided by government loans into themselves. The price of an IBR Swap is directly tied to the amount a student needs to pay back their loans, and it therefore automatically incorporates any subsidies or benefits provided by the government into the Swap. If the government loan rate goes down, then the amount of reciprocal payments a student needs to cover their loan payments goes down, and the price of an IBR Swap would also go down.

This Article does not assess how the IBR Swap would or should interact with government income-based repayment programs. That question is a complex one, and the objective here is to present the basic IBR Swap concept. For example, understanding how an IBR Swap program would interface with a government income-based repayment program would require discussion of which counterparty should capture benefits of the government subsidy. Also, the mechanics of how the Swap would interact

109. Students are presumably not required to completely forego student loans, but each dollar they acquire under a human capital contract is a dollar they do not acquire through a student loan.

110. If the government changes the repayment rate on loans that have already been disbursed, the IBR “price” has already been fixed, and so the student’s obligation to the institutional counterparty would presumably not change. But in this case, the student still automatically receives the benefit of a reduced student-loan repayment obligation, because the reciprocal payment from the institutional counterparty to the student would be more than the student needs to repay their loans. Absent any contractual provision to the contrary, they could keep the difference, or it would be incorporated into the calculation of the single net payment made from the student to the institutional counterparty or from the institutional counterparty to the student.
with a student election of government-sponsored, income-based payments would require explication.  

3. **IBR Swaps Do Not Put Capital at Risk**

Finally, IBR Swap institutional counterparties avoid a part of the costs associated with providing upfront capital to invest in a student’s education. Under an IBR Swap, the student borrows the upfront capital from a lender, and accordingly the IBR Swap institutional counterparty does not have to take on the cost of such capital. Of course, the capital still has a cost, which is the interest rate the student owes the lender, and the IBR Swap must be priced to compensate the student for the cost of capital the student obtained through a traditional loan. But the institutional counterparty does not have to take on much additional debt of its own.

Again, a human capital contract does not have this feature. A provider of human capital contracts has to invest significant capital up-front on the promise of repayment in future years. Because providers of human capital contracts must provide capital upfront to students, because they won’t receive it back for many years, and because they are likely to receive less of it back in the early stages of the contract, providers of human capital contracts have the costs associated with acquiring the capital to provide to students.

---

111. One possibility would be for the institutional counterparty’s obligations to be unaffected by a student’s participation in a governmental IBR program and all the benefit to be received by the student. So, if a student had an IBR Swap under which the student paid the institutional counterparty 10% of their income in exchange for the counterparty’s payment of $1,726 per month, both parties payments would remain the same whether the student made use of a governmental IBR program or not. If the student’s income was $50,000, they would pay the institutional counterparty $417 per month (10% of their income), and the institutional counterparty would pay the student $1,726 per month—enough to make the payments on their student loan. But the student would also qualify to make payments on their loan of $417 per month (slightly simplified math) under a governmental IBR program, and if the student chose to take advantage of it, they could use the $1,726 they received from the institutional counterparty to pay the government $417, and still have $1,309 in their pocket. Of course, the other possibility would be for the institutional counterparty to receive the benefit of the government IBR program. In either case, the chance of the benefit would be incorporated into the “price” of the IBR Swap, decreasing the overall price the student pays if the benefit were to be captured by the institutional counterparty. Of course, whichever party was contractually permitted to capture the benefit of government IBR would, in effect, be bearing the risk that the government will discontinue or change its IBR programs.

112. The institutional counterparty will probably have to take on some debt, since it is predictable that students’ earnings will be lower in the earlier part of their careers than the latter parts, and therefore the IBR Swap institutional counterparty will have to borrow money to pay out more than it is receiving in the first several years.
IV. CURRENT LEGAL REGIME

The practical benefits unique to IBR Swaps discussed above are not the only benefits that make the IBR Swap superior to other income-share arrangements. IBR Swaps, because they are a recognizable financial instrument, do not face as much legal uncertainty as human capital contracts face under current law.

Proponents of human capital contracts have argued that legal uncertainty is a significant impediment to the development of a market for human capital contracts.\(^\text{113}\) That uncertainty arises primarily from the fact that a human capital contract is not a preexisting (and therefore recognizable) category of financial instrument. Is it an “equity investment in human beings,” as Milton Friedman suggested over half a decade ago?\(^\text{114}\) Is it a form of debt? Is it a kind of insurance? Is it a partnership or joint venture between the student and the contract provider?\(^\text{115}\) In order to know what law would apply to a human capital contract, one needs an answer to these questions. To remove some of this uncertainty, Senator Marco Rubio and Representative Tom Petri introduced legislation to clarify the legal treatment of income-share agreements in 2014, and in 2015, Representatives Todd Young and Jared Polis introduced similar legislation.\(^\text{116}\)

For IBR Swaps, the legal and regulatory landscape is quite different from that of other income-share agreements like human capital contracts. The design of IBR Swaps makes the question of how they would be regulated under existing law much easier to answer. Because they are a preexisting category of financial instruments—a derivative—there is no question about whether they are an “equity investment in a human being.” They are not. Just like other swap transactions, the agreement is legally

---

\(^{113}\) See, e.g., Palacios et al., Investing in Value, Sharing Risk, supra note 24, at 12 (“Significant legal uncertainty exists regarding the treatment of [human capital contracts]. . . . this legal uncertainty has made it very difficult for any kind of market to develop on a larger scale. . . . A major impediment to the growth of [a human capital contract] industry is regulatory uncertainty; not only are some of the rules uncertain, but even the source of any future rules is also uncertain . . . . [I]s [a human capital contract] more like a loan, an investment contract, or a hedging instrument?”); see also Jacobs & van Wijnbergen, supra note 16, at 5 (noting “legal problems prevent the execution of both equity and insurance contracts by the private sector in the case of education financing,” then listing as causes “contract enforceability,” illegality of “slavery and indentured labor,” which makes it illegal “to sell claims on future incomes,” and “bankruptcy laws” not covering equity-like financing); id. (“These legal limitations effectively preclude financial contracts that are contingent upon the returns of human-capital investment.”); id. at 6 (“[G]iven the legal limitations, private contracts are currently prohibitively costly to execute. Attempting to eliminate legal limitations to facilitate trade in equity-type contracts requires far-reaching changes in the legal system that are also very costly.”).

\(^{114}\) See Friedman, supra note 18, at 140.

\(^{115}\) See Oei & Ring, Human Equity?, supra note 24, at 723–25.

enforceable.\textsuperscript{117} Because nothing of value is provided upfront to the student in exchange for a future promise of repayment, they are not debt, and are therefore not subject to fair lending laws or laws that apply specifically to student loans.\textsuperscript{118} For the same reason, they are not “securities” subject to securities regulation; the investor makes no disbursement in exchange for a speculative return.\textsuperscript{119} As discussed below, they are not insurance under current law. Even their treatment in bankruptcy\textsuperscript{120} and how they would be taxed\textsuperscript{121} is more certain than human capital contracts.

But the fact that regulatory treatment of IBR Swaps is relatively certain under existing law does not mean that such treatment is right, from a normative perspective. Recently, scholars have begun to examine what

\begin{itemize}
  \item \textsuperscript{117} Jacobs & van Wijnbergen, \textit{supra} note 16, at 5 (“[I]n general, contract enforceability of private equity contracts is problematic because legal frameworks are not yet adapted to protecting the rights of investors who provide the funds for the investment.”).
  \item \textsuperscript{118} \textit{Id.} at 12; see also \textit{Palacios et al., Investing in Value, Sharing Risk, supra} note 24, at 12 (“[P]olicy makers should make clear that the total cost of [a human capital contract] should not be used retrospectively to impute an interest rate for usury purposes . . . .”).
  \item \textsuperscript{119} The income-share obligation of the student counterparty is not a security, nor is the IBR Swap transaction itself. Legal scholars have analyzed whether human capital contracts are securities for regulatory purposes, focusing on the possibility that investing in a person, taking an “equity” interest in future earnings, could fall within the catchall category of “investment contract” for SEC purposes. See 15 U.S.C. § 77b(a)(1) (2012); \textit{id.} § 78c(a)(1). In order to be an investment contract, a transaction must involve (1) investment of money, (2) in a common enterprise, (3) to earn a profit, (4) solely from the effort of others. See Schwartz, \textit{supra} note 24, at 1156–63. In an IBR Swap, the institutional counterparty does not make an investment of money in the student. The IBR Swap involves a contractual commitment to pay a loan obligation in exchange for payment of a share of income. There is not an investment or disbursement on which the institution seeks a return. If the student fails to remit income, the institution ceases to make loan payments. The payments are simultaneous. The IBR Swap itself is also not a security. See Securities Act of 1933 § 2A, 15 U.S.C. § 77b(a)(1) (providing definition of security does not include non-security-based swap agreement as defined in section 206C of Gramm-Leach-Bliley Act). The IBR Swap would not be a securities-based swap. See Final Rules and Interpretations i) Further Defining “Swap,” “Security-Based Swap,” and “Security-Based Swap Agreement”; ii) Regarding “Mixed Swaps”; and iii) Governing Books and Records for “Security-Based Swap Agreements, U.S. Commodities & Futures Trading Comm’n, available at http://www.cftc.gov/idc/groups/public/@newsroom/documents/file/fd_factsheet_final.pdf [perma.cc/NAW7-J24C] (last visited Feb. 27, 2016); see also Jacobs & van Wijnbergen, \textit{supra} note 16, at 5 (“Since human-capital contracts are not legally acknowledged as securities, trade in claims on human capital is legally obstructed.”).
  \item \textsuperscript{120} \textit{Palacios et al., Investing in Value, Sharing Risk, supra} note 24, at 13; see also Jacobs & van Wijnbergen, \textit{supra} note 16, at 5 (“[B]ankruptcy laws do not generally feature provisions for graduates who declare themselves bankrupt to avoid dividend payments to financiers, whereas bankruptcy laws do cover provisions for debt contracts.”) (citation omitted) (citing Palacios, \textit{Human Capital Contracts, supra} note 5).
  \item \textsuperscript{121} \textit{Palacios et al., Investing in Value, Sharing Risk, supra} note 24, at 14 (“[P]articipants face some uncertainty regarding tax treatment of payments [under a human capital contract] . . . .”).
\end{itemize}
rules should apply to income-share agreements like human capital contracts. Since IBR Swaps are different from other human capital contracts in critical ways, we address regulatory questions and opportunities raised by IBR Swaps.

A. Swaps: Federal Derivatives Regulation and State Insurance Laws

Two different regulatory regimes may pertain to a contract involving transfer of loan default risk in exchange for a speculative return: derivatives regulation and insurance regulation. Subsection 1 below explains that an IBR Swap would not be subject to federal regulations pertaining to over-the-counter (OTC) derivatives. The IBR Swap, though, serves an “insurance” or hedging function for the student counterparty. Subsection 2 discusses the extent to which IBR Swaps could, in theory, fall within the ambit of state insurance regulation. It considers the purpose and design of insurance regulation, the identities of IBR Swap counterparties, and the fitness of state insurance regulators (as opposed to other intermediaries), for addressing regulatory concerns that the IBR Swap could raise. This Subsection argues that the IBR Swap should not be subject to state insurance regulation. However, it identifies the possibility that a regulator could claim that an IBR Swap program falls within its jurisdiction.

1. Federal Derivatives Regulation

Simply put, the IBR Swap as presented above would be exempt from federal regulations pertaining to OTC derivatives. Derivatives regulation centers on clearinghouse requirements—rules requiring that certain swaps are confined to a derivatives clearing organization registered with

---


123. As mentioned above, the IBR Swap would not be a security. * See supra note 119 and accompanying text.

124. See infra notes 126–31 and accompanying text.

125. There are insurance policies designed to cover risk of inability to meet loan obligations. These kinds of policies, however, tend to have a maximum coverage of twenty-four months and are designed to cover loan payments upon occurrence of some event, such as unemployment, that temporarily affects the insured’s ability to pay. In addition to policies especially for payment protection, other insurance policies and workplace benefit plans can cover temporary inability to pay loans, such as disability or unemployment benefits. See Ana Gonzalez Ribeiro, *Is Loan Protection Insurance Right for You?*, INVESTOPEDIA, http://www.investopedia.com/articles/pf/08/loan-protection-insurance.asp [https://perma.cc/5B64-ESQL] (last visited Feb. 27, 2016). The IBR Swap offers a very different kind of hedging arrangement, obviously, than insurance policies that protect borrowers for a limited time if they cannot pay.

126. Title VII of the Dodd-Frank Act amends the Commodities Exchange Act (CEA) to require that OTC derivatives trade through clearinghouses, but provides exceptions. See Dodd-Frank Wall Street Reform and Consumer Protection Act (Dodd-Frank Act) § 723, 7 U.S.C. § 2 (2012); Commodities and Exchange Act, 7 U.S.C. §§ 2(h), 1, 2(h).
the Commodity Futures Trading Commission (CFTC). However, OTC derivatives in which one counterparty is not a financial entity—like the IBR Swap—are exempt from clearinghouse requirements. Derivatives in which one counterparty is hedging or mitigating commercial risks are also exempt. Because student counterparties would meet the end-user exception for non-financial entities, we need not assess whether student counterparties to IBR Swaps would be mitigating “commercial risks” as defined by the CFTC.

Clearinghouses serve enforcement functions that mitigate risks and market effects of counterparty defaults. Though IBR Swaps would not be regulated derivatives, it may be interesting to consider whether IBR Swap programs might want to use a private clearinghouse system.

2. State Insurance Laws

Insurance regulation is a state enterprise that primarily addresses consumer protection concerns. However, Dodd-Frank does create federal regulatory oversight for “systemically important” insurers, which addresses the systemic risk associated with failure of the largest insurers, such as AIG. Whether an IBR Swap program would fall within the ambit of insurance regulation depends upon factors such as the nature of the institutional counterparty and the existence of intermediaries (such as schools or a private clearinghouse) that can protect the interests of student counterparties. Robust discussion has surrounded the question of

127. Id. §§ 2(h)(1), 2(h)(7).
129. 17 C.F.R. § 39.6(a)(i).
130. See Stout, Derivatives, supra note 54, at 34–35.
133. See Schwarz & Schwarcz, supra note 132, at 1589–93; Daniel Schwarcz, Regulating Insurance Sales or Selling Insurance Regulation?: Against Regulatory Competition in Insurance, 94 Minn. L. Rev. 1707, 1770–71 (2010); see also Hunt, supra note 132; Manns, supra note 45.
134. Substantively, insurance laws establish (1) licensing requirements for insurers, (2) fiduciary duties to policy holders, (3) capital reserves, (4) disclosure of
whether derivatives should be regulated as insurance. In order for a contract to be “insurance,” the protection buyer must have an insurable interest—a property interest or other risk of real loss that the contract covers.

An IBR Swap would fall within the class of derivatives in which a hedging counterparty has an insurable interest. The student counterparty is in privity of contract with law school lenders and, by entering into the Swap, is hedging risk of default on those loans. Because of this, state regulators could claim that IBR Swaps are subject to insurance laws. Despite this possibility, however, IBR Swaps do not necessarily raise the concerns that insurance regulation is designed to address. This Subsection now presents these concerns, discussing the extent to which IBR Swaps implicate them.

While the major, overarching concern of insurance law is consumer protection, the need for consumer protection stems from two different sources. The first is lack of sophistication among consumers and consumers’ general vulnerability in procuring essential insurance products. The second is solvency risk due to the nature of insurance firms, namely, the facts that (1) they have an inverted production cycle that detaches contracting and pricing from customers’ receipt of the product (payment on claims which may happen years later or never) and (2) they have diffuse creditors, or policyholders, that do not assert control to discourage excessively risky decision-making when firms encounter distress.

insurers’ financial data to regulators, (5) approval of form contracts, and (6) restrictions on prices that insurers can charge consumers. Henderson, supra note 53, at 42–48.


136. The insurable interest doctrine can be complex; scholars and policymakers debate what constitutes an insurable interest for purposes of insurance laws’ jurisdiction. See Hazen, Filling a Regulatory Gap, supra note 135, at 420–26; Michael J. Henke, Corporate-Owned Life Insurance Meets the Texas Insurable Interest Requirement: A Train Wreck in Progress, 55 BAYLOR L. REV. 51, 53–54 (2003) (discussing Texas’s “insurable interest” doctrine); Hunt, supra note 133; Roy Kreitner, Speculations of Contract, or How Contract Law Stopped Worrying and Learned to Love Risk, 100 COLUM. L. REV. 1096, 1099–1100 (2000); see also GRAYDON S. STARING, LAW OF REINSURANCE § 6:1 (1993) (“In limited space we can talk around insurable interest but never talk it through. A standard text confesses that “[i]t is very difficult to give any definition of an insurable interest,’ and then discusses it for about 70 pages” (alteration in original) (quoting 1 M. MUSTILL & J. GILMAN, ARNOULD ON THE LAW OF MARINE INSURANCE AND AVERAGE §§ 331–410 (16th ed. 1981))).

137. See Henderson, supra note 53; Hunt, supra note 132.

138. Id.
With respect to consumer vulnerability, an IBR Swap program would not necessarily raise the same concerns as insurance products. Law students are a specific class of consumer, and participation in the program would not be mandatory. This is not to say that student counterparties need no protection, are sophisticated, or enjoy even bargaining positions with institutional counterparties. It is only to say that regulation of such interactions in the IBR Swap context may raise issues different from those that arise in various insurance markets and so-tailored regulation may be appropriate. For example, intermediaries such as school advisors and financial aid office professionals may be in a better position to protect students’ interests than state insurance regulators. Protection of the “protection buyer”—the student counterparty to an IBR Swap—involves both explanation of the programs’ terms and conditions and also protection from unfair pricing. Private intermediaries familiar with legal education, law school graduates’ career trajectories, and federal lending programs would likely be better suited than state officials to advise protection buyers in the IBR Swap context.

Regulatory concerns that stem from dangerous incentives of an inverted production cycle would most likely not arise in an IBR Swap program. Unlike other businesses, insurance firms contract with customers who pay in the form of premiums in advance of product delivery—payment on claims which may happen years later or not at all. Because of this, insurance firms lack the discipline that comes with having to spend revenues on market products and services deliverable contemporaneously with customer contracts. Insurance firms can fall into a model that is not unlike a Ponzi scheme, where they solicit investment from new customers, using that revenue to pay claims to prior customers because they lost revenues from prior customers on risky investments. Insurance regulation imposes capital requirements and financial disclosure requirements on insurance firms to avoid this result.

An IBR Swap program would not have the inverted production cycle associated with insurance firms. The institutional counterparty begins paying on the student counterparty’s obligations to law school lenders as soon as they become due. The institutional counterparty’s performance obligation is certain in amount and contemporaneous with the student counterparty’s payments. Furthermore, incomes generally rise over time, both because of the effects of inflation on wages and because more experienced lawyers tend to earn more than less experienced ones. Because of the likelihood that early earnings would be lower than later earnings, the institutional counterparty is likely to owe more than it collects in the early years of each contract and overall. Thus, it will need some source of capital at the outset, but its need to accumulate capital is the inverse of the

139. See Henderson, supra note 53.
140. Id.
141. Id.
production cycle that is dominant in the insurance industry, in which the insurer collects money over time and is required to pay out later because of an insured event.

With respect to concerns arising from the capital and governance structure of insurance firms, the extent to which an IBR Swap program would raise these concerns depends upon the identity of the institutional counterparty. In other kinds of firms, capitalization often comes from a large number of diffuse shareholders, along with a small group of creditors, banks, or other lenders, with monitoring capacity. When the firm faces distress, creditors often can exercise monitoring and control functions through loan covenants, other contractual obligations, and collateral obligations, preventing excessively risky behavior. An insurance firm, however, has a diffuse group of creditors—policyholders—who are not in a position to monitor and exert control like institutional creditors do. This leaves insurance firms more prone than other businesses to excessive risk-taking in hard times. Again, capital adequacy, disclosures, and other risk protections imposed by insurance laws address this risk.

Counterparties to derivatives are often financial institutions that do not share the same governance and capital structure as insurance firms. If the institutional counterparty to an IBR Swap were such a financial institution, then the state insurance law requirements designed to address these concerns would not be necessary. Many swap counterparties are also not exclusively in the business of entering into one kind of swap. They are firms with multiple kinds of investments, speculative, and hedging positions across product types and even industries. It is possible that the institutional counterparty to an IBR Swap could be an entity dedicated to entering into these swaps with a pool of student counterparties and a capital structure analogous to that of an insurance firm. If this were the case, then some regulatory requirements to control excessive risk-taking in the event that the pool of swaps leans towards negative value would be desirable.

It is not clear, though, that state insurance regulation would be the best mechanism to protect student counterparties in this situation. Often, clearinghouse requirements address counterparty risk and capital adequacy concerns in the derivatives context. A private clearinghouse for IBR Swaps could be a better solution to counterparty risk for students than subjecting the IBR Swap program to state insurance regulation. However, clearinghouse requirements could raise the transaction costs of IBR Swaps, making the Swaps less advantageous for students. Given this con-

cern, regulators might require institutional counterparties to have diversified portfolios, and perhaps subject them to other capital adequacy requirements as regulated banking institutions.

In conclusion, the IBR Swap should not be subject to state insurance regulation. IBR Swaps do not raise the same concerns for protection sellers and buyers that insurance policies and firms do. Additionally, to the extent that IBR Swaps do warrant protection for student counterparties or attention to the nature of institutional counterparties, private intermediaries would be better suited to address concerns than state insurance regulators would be. That said, the IBR Swap does involve hedging of risk by a student-counterparty with an insurable interest. As such, a state insurance regulator could potentially claim that IBR Swaps fall within insurance regulators’ jurisdiction.

To the extent that the IBR Swap serves an insurance function for the student counterparty, some may wonder if moral hazard among student counterparties could undermine the efficacy of an IBR Swap program. Moral hazard is often identified as a central problem with insurance products. Moral hazard “is a form of ex post opportunism” that arises in insurance markets when the existence of insurance reduces the insured’s incentives to avoid the insured loss. In the case of human capital contracts, some commentators fear that owing a percentage of one’s income to investors might decrease a person’s incentives to earn income. The existence of moral hazard in this context is an empirical question, and available evidence suggests that we should not be overly concerned about it.

143. See, e.g., Shiller, supra note 29, at 113. For livelihood insurance, Shiller proposes that individual livelihood insurance only cover 50% of the decline in income “since the person is only reimbursed for half of his or her own income drop, he or she still has an incentive to work hard, reducing, if not eliminating, the moral hazard problem.” Id. If the insurance only covers 15% of a student’s income, the moral hazard problem is presumably even less.


145. Scholars have been interested in the question of how paying a percentage of one’s income affects labor participation for decades. That is because the income tax functions just like a human capital contract in that each dollar a taxpayer earns is reduced by a percentage that is paid to a third party. It is axiomatic that the disincentives for labor participation that an income tax produces are a significant potential flaw in any income tax regime. However, the empirical evidence suggests that relatively low income tax rates have modest effects on labor participation. See, e.g., Robert McClelland & Shannon Mok, A Review of Recent Research on Labor Supply Elasticities (Cong. Budget Office, Working Paper No. 2012-12, 2012), available at http://www.cbo.gov/sites/default/files/cbofiles/attachments/10-25-2012-Recent_Research_on_Labor_Supply_Elasticities.pdf [https://perma.cc/A6LW-Z3U].

Also, a market for human capital contracts or IBR Swaps might reduce a variety of moral hazard problems that exist in the current student debt regime. For example, some commentators have decried the moral hazard that arises when law
Commentators have expressed concern that a human capital contract might not be enforceable.\textsuperscript{146} If human capital contracts are unenforceable, then a student would be permitted under the law to walk away from these agreements without sanction. The drafters of the proposed legislation regarding income-share agreements thought enforceability was enough of an issue that they included a section that stated: “Any income share agreement that complies with the requirements of [this law] shall be a valid, binding, and enforceable contract notwithstanding any State law limiting or otherwise regulating assignments of future wages or other income.”\textsuperscript{147} The history of wage assignments and legal restrictions on them is long, and while no one has made a strong case that human capital contracts would be unenforceable under current law in any state, some legal uncertainty presumably remains.

But whatever uncertainty surrounds the enforceability of human capital contracts; it does not affect IBR Swaps.\textsuperscript{148} An IBR Swap does not involve any sort of assignment of wages; it is simply a derivative that uses future earnings to measure the payment obligation of one of the counterparties. The institutional counterparty has no claim directly against the student’s employer. There is no wage garnishment.\textsuperscript{149} The institutional counterparty cannot demand specific performance. The Swap is not an unenforceable wager\textsuperscript{150} because, as discussed above, the schools can charge unsustainably high tuition and the students can avoid paying back their loans by making use of current federal income-based repayment and loan forgiveness programs. See, e.g., Steven J. Harper, Bankruptcy and Bad Behavior the Real Moral Hazard: Law Schools Exploiting Market Dysfunction, 23 AM. BANKR. INST. L. REV. 347 (2015).

\textsuperscript{146} The most extreme claim is that human capital contracts may be illegal or unconstitutional as a form of slavery, indentured servitude, or peonage. Jeff Schwartz, for example, argues that an exchange of money for future income is “equity in a person” and therefore a form of “ownership in people,” and so, it could be argued that “they should be outlawed on constitutional or policy grounds.” See Schwartz, supra note 24, at 1121. He ultimately concludes, however, “human-equity investing passes [constitutional] muster.” See id. at 1122, 1135–38; see also Jacobs & van Wijnbergen, supra note 16, at 5. Some commentators make vague statements about the enforceability of human capital contracts if students choose to breach. See, e.g., Jacobs & van Wijnbergen, supra note 16, at 5 (“It is not generally possible to sell claims on future incomes. For example, some states in the U.S. do not allow this.” (citation omitted) (citing Palacios, Human Capital Contracts, supra note 5)); see also supra note 117.

\textsuperscript{147} H.R. 4436, 113th Cong. § 101(b) (2d Sess. 2014).

\textsuperscript{148} For discussion of enforceability of a “settlement amount” in case of breach, see supra note 58.

\textsuperscript{149} Although, if there was, some states would require the term to be shorter than the likely term of an IBR Swap. See U.S. DEP’T OF LABOR, WAGE & HOUR DIV., FACT SHEET #30: The Federal Wage Garnishment Law, Consumer Credit Protection Act’s Title 3 (CCPA) (rev. July 2009), available at http://www.dol.gov/whd/regs/compliance/whdfs30.pdf [https://perma.cc/GR4H-6YFR].

\textsuperscript{150} At common law, wagering agreements were unenforceable. See Stout, Derivatives, supra note 54, at 1. However, a derivative like a swap agreement is not
student counterparty is hedging risk pertaining to an insurable interest.\textsuperscript{151} In short, an IBR Swap is a fully enforceable contract under current law.

C. Debt Treatment

Proponents of human capital contracts also worry that such agreements could be classified as “debt,” which would make compliance with a variety of laws difficult at best. For example, if human capital contracts constituted debt or a “private education loan” they might be regulated under the Truth in Lending Act of 1968.\textsuperscript{152} These federal laws require lenders to clearly disclose interest charges as an annual rate. But for a human capital contract, calculating such a rate is impossible because the amount the “borrower” is obligated to repay to the “lender” varies depending on the income of the borrower.

Furthermore, if human capital contracts are loans, they might be subject not only to the disclosure requirements, but also to limits on the maximum amount that could be charged.\textsuperscript{153} Many states have limits on the total amount of interest that can be charged to a borrower, and these limits, if applicable, would mandate relatively low ceilings on the maximum amount a high earner could pay under a human capital contract. If these limits were interpreted to apply to human capital contracts, they would remove most of the benefit of such structures, since they would prevent

\footnotesize{an unenforceable wagering agreement because the student counterparty is hedging risk. See supra notes 52–54 and accompanying text.  
151. See supra notes 50–53 and accompanying text.  
152. “Private education loans” are subject to numerous reporting requirements under Section 128(e) of the Truth in Lending Act. See 15 U.S.C. § 1658(e)(1) (2012). These disclosures fit poorly with (or they are impossible to comply with) human capital contracts. For example, the lender must report “(A) the potential range of rates of interest applicable to the private education loan; . . . [and] (C) limitations on interest rate adjustments, both in terms of frequency and amount, or the lack thereof, if applicable.” Id.  
153. The extent to which characterizing human capital contracts as loans would limit their pricing—and the limits that would apply—depends on a variety of factors surrounding usury laws. State usury laws restrict the amount of interest that lenders can charge on consumer loans. Though these laws can appear to impose straightforward rate limits, this is often not the case. For example, in some cases usury limits are preempted by federal law (such as home equity loans). Federal law also permits federally insured financial institutions to charge the highest interest rate limits permitted among the various states in which they are located, undermining the implementation of state usury laws with lower limits. In addition, (1) state usury laws contain numerous exceptions, such as for retail installment loans and loans issued by certain types of institutions (e.g., credit unions); (2) interest rate ceilings may be higher than they appear due to special rules for compounding fees, calculating balances and rates; (3) remedies for usury law violation may be narrow; and (4) contracting parties may avoid usury limits by drafting price terms in a way that obscures disbursement versus interest components of the transaction. See generally Richard M. Hynes & Eric A. Posner, The Law and Economics of Consumer Finance (U. Chi. Law & Econ., Olin Working Paper No. 117, 2001), available at http://papers.ssrn.com/sol3/papers.cfm?abstract_id=261109 [perma.cc/YGC3-JE29].}
the contract from capturing much, if any, upside gain from high-earning graduates.

There is no statutory definition of debt in either the Truth in Lending Act or the Higher Education Act (HEA), but an essential characteristic of debt is that it involves a transfer of funds from one party, the lender, to another party, the borrower, in exchange for a promise of future repayment, usually with interest.\textsuperscript{154} In the case of the IBR Swap, there is no initial transfer of funds from the institutional counterparty to student, and so the relationship cannot be characterized as debt.\textsuperscript{155} Thus, the IBR Swap removes ambiguity about whether lending disclosure regimes, rate ceilings, or usury laws apply.

D. Bankruptcy

Several commentators have mentioned that uncertainty about how human capital contracts would be treated in bankruptcy creates regulatory uncertainty.\textsuperscript{156} For example, if a human capital contract constitutes a “qualified education loan,” then it is not typically dischargeable in bankruptcy unless the student can show “undue financial hardship,” which is generally difficult to show.\textsuperscript{157} Even ignoring issues specific to student loans, some argue that it would be difficult to figure out how to treat a human capital contract in bankruptcy. In a bankruptcy proceeding, the obligations of the bankrupt party are prioritized, with low priority obligations being subject to discharge. There is some fear that a bankruptcy court would extinguish future obligations under a human capital contract unless it was classified as a private student loan under the HEA. Since a human capital contract represents a long-term obligation, and the risk of under-earning likely is highest early in the term of the agreement, extinguishing the obligation in bankruptcy early in the term of the agreement would be problematic. That uncertainty poses some risk to the investor\textsuperscript{158} and may serve to increase the cost of the human capital contract.

Unlike a human capital contract, an IBR Swap is not a liability for a low-earning student, but an \textit{asset}. Remember, a student who earns less than the “break-even” income receives a net benefit from the institutional counterparty. The amount that the institutional counterparty pays to the student is more than the student pays to the institutional counterparty, and

\textsuperscript{154} See, e.g., Brown, supra note 57, at 144 (“If a swap is a debt instrument, it must have been issued either for money . . . . or for property . . . .”).

\textsuperscript{155} See, e.g., id. at 156 (stating that payments made under interest rate swaps are not interest because there is no underlying debt (citing H.R. Rep. No. 3838, 99th Cong., 1st Sess. 457 (1985))).

\textsuperscript{156} See, e.g., PALACIOS ET AL., INVESTING IN VALUE, supra note 24, at 13; Jacobs \& van Wijnbergen, supra note 16, at 5.


\textsuperscript{158} Since a human capital contract adjusts by its terms to the investee’s ability to pay, it is not as substantial a burden on a low-earning student, and thus the need to discharge it in bankruptcy is dramatically diminished. But, presumably, there is still some possible risk.
so every month the IBR Swap makes the student richer than they would be without the IBR Swap. Thus, a student whose income is so low as to result in bankruptcy would not want to have their IBR Swap discharged. Far from it, the IBR Swap is the one thing that is enabling the student to make their presumably non-dischargeable student loan debt payments possible. Thus, the IBR Swap may avoid the possibility of discharging the student’s obligation because of bankruptcy.

Literature on treatment of derivatives in bankruptcy generally concerns Chapter 11 re-organization and the status of derivatives with two institutional counterparties. In the IBR Swap context, the effect of student counterparty bankruptcy may be significantly different from that of institutional counterparty bankruptcy. In the event a student counterparty enters bankruptcy, the fact that an IBR Swap is an asset rather than a liability makes its treatment different from human capital contracts, but that does not dispose of all questions surrounding bankruptcy treatment. Because the IBR Swap represents a novel transaction, such a question would require jurisdiction-specific analysis by attorneys preparing documentation and counseling prospective institutional counterparties.

The possibility that an institutional counterparty could be undercapitalized and default or even seek bankruptcy protection to avoid payments to student counterparties also warrants careful consideration. Regulation to assure capital adequacy or otherwise protect students against institutional counterparty credit risk would need to accompany any implementation of an IBR Swap market.

E. Tax

While bankruptcy occurs only in extreme cases, every investor and student-party to an income-share agreement has to decide how to treat the investment for tax purposes. Some commentators identify tax uncertainty as an important impediment to human capital contracts, and the authors of H.R. 4436 consider it significant enough to propose definitive tax treatment. The tax treatment of the IBR Swap is more certain than that of a human capital contract. That said, it is probably not especially favorable treatment.


160. See infra notes 180–83 and accompanying text.

161. See, e.g., Oei & Ring, Human Equity?, supra note 24, at 744–46.

162. See H.R. 4436, 113th Cong. § 201 (2d Sess. 2014) (providing that payments made from investor to student are not includible in student’s income, and payment of future income to investor constitute tax-free recovery of capital for investor until full amount of investment is recovered, after which time they are taxable income).
There are many possible options for how to treat a human capital contract for tax purposes. If it is debt, then the receipt of the initial payment from the investor to the student is not a taxable event for either party—the student does not treat it as income, and the investor cannot deduct the payment from its income for tax purposes. When the student makes percentage-of-income payments back to the investor, those payments are partially a tax-free “return of capital” and partially “interest.” Return of capital has no tax implications, but interest is income to the investor, and, importantly, it is income at the “ordinary” rather than at the lower “capital gains” rate.163 But if a human capital contract is debt for tax purposes, a method must be employed for separating the return of capital from the interest. Just as was the case when we discussed lending law, the structure of a human capital contract makes it impossible to calculate a “rate,” and so there is no easy way to distinguish “interest” from “return of capital.”164

If the human capital contract is not treated as debt, it could be treated in a number of other ways, each of which provides a different solution to the problem of how to distinguish the tax-free return of capital from taxable income. At least one commentator has raised the possibility that the best way to view at least some human capital contracts is as a partnership or joint venture, in which case the student’s income would be allocated between the student and the investor for tax purposes, with one (but not both) paying tax on all of it.165 This treatment would be extremely complicated, although it might be favorable to the parties collectively.166

More likely, a human capital contract would be taxed like some similar investment vehicle. For example, if it was considered more “insurance-like,” it might be taxed as an “annuity.”167 It could also be taxed pursuant to the “open transaction” doctrine, in which the first money received by the investor from the student is all return of capital, and only after all is

---

163. For the student, the interest may be deductible under certain circumstances. For example, if the human capital contract were incurred in the course of the student’s existing trade or business, then the interest would be deductible. However, if it were incurred for education, even professional education, it would likely not be deductible, unless it was deductible as student loan interest, which is subject to numerous limitations and exemptions.

164. In addition to being uncertain, this treatment would probably not be preferred by taxpayers, because there is no opportunity to defer the taxation of income and interest is taxed at the full ordinary income rate.

165. See Oei & Ring, Human Equity?, supra note 24, at 723–25.

166. The student’s earnings would somehow be treated as partnership income subject to allocation between the parties pursuant to Subchapter K of the Internal Revenue Code. Payments from the student to the investor would be distributions, as would payments from the “partnership” into the student’s own personal bank account.

167. 26 U.S.C. § 72 (2012). Under annuity treatment, capital is allocated pro rata over the years of the term of the annuity, and so each year an equal amount would be tax-free return of capital. Any amount exceeding this amount would be income to the investor.
This uncertainty creates tax problems, though it also creates tax opportunities, since some of the potential treatments of the transaction would be favorable from a tax perspective for the investors at least.169

In the case of an IBR Swap, the tax treatment is more certain (even if not particularly favorable). That is because in an IBR Swap, there is no upfront payment from one party to the other. Instead, each party agrees to make reciprocal payments to each other. The proposed methods of taxing payments made under a human capital contract discussed above—debt/interest treatment, annuity treatment, open transaction doctrine, among others—are all methods of distinguishing tax-free return of principal from taxable income. But when there is no up-front investment in the transaction, none of these methods apply. Furthermore, when there is an upfront investment in a financial product, there is a question of whether the gains that accrue to that product are ordinary income or capital gains. When there is no upfront investment, ordinary-income treatment makes the most sense.

The tax treatment of an IBR Swap, however, is still subject to some uncertainty. Congress has expressly provided for the tax treatment of most swap transactions. Section 446 of the Internal Revenue Code governs the taxation of so-called notional principal contracts. While the definition of a “notional principal contract” at first blush would appear to include an IBR Swap, in fact, the IBR Swap is probably not a notional principal contract under the Code.170 To qualify as such, each “leg” of the


169. Unsurprisingly, H.R. 4436 seeks to clarify the tax treatment of qualifying income-share agreements. Under H.R. 4436, the treatment is essentially the same as it would be under the open transaction doctrine, which is the most favorable treatment for the investor. The initial payment from the investor to the student is excluded from income of the investee, just as it would be if it was debt, and the return payments are tax-free return of capital until the whole invested amount is paid back. After that, payments are income to the investor. H.R. 4436, 113th Cong. § 201(a) (2d Sess. 2014).

170. See 26 C.F.R. § 1.446-3(c)(1)(i) (2016) (“A notional principal contract is a financial instrument that provides for the payment of amounts by one party to another at specified intervals calculated by reference to a specified index upon a notional principal amount in exchange for specified consideration or a promise to pay similar amounts.”). The IBR Swap is a financial instrument in which one party (the institutional investor) agrees to pay amounts at specified intervals (probably monthly) to another party (the student) by reference to a specified index (probably a fixed percentage) upon a notional amount (the amount the student borrowed in student loans) in exchange for a promise to pay. The question is whether the promise is to a pay a “similar amount.” And while the payments from the student to the institutional investor are paid at specified intervals, they are not calculated by reference to a specified index, because the regulations state explicitly that “a specified index” is “an index that is based on objective financial information . . . .” Id. § 1.446-3(c)(2)(iii). And “objective financial information” cannot be “within the control of any of the parties to the contract.” Id. § 1.446-3(c)(4)(ii). Because the student’s income is (more or less) within the student’s control, an index based on that information cannot be a “specified index” under the regula-
swap has to be calculated based on a measurement that is not “within the control of any of the parties to the contract.” 171 Because the student’s income is (more or less) within the student’s control, the IBR Swap would not likely qualify as a notional principal contract.

When a contract to exchange reciprocal payments fails to qualify as a notional principal contract, it is presumably taxed according to general principles of tax law. The most likely treatment would be that the reciprocal payments over the course of the tax year would be “netted” so that one party has an aggregate annual payment that is positive, and the other party has an exactly corresponding negative annual aggregate. 172 The party with the positive annual payments would pay tax on that positive amount as “ordinary income.” The party whose payments were negative would presumably have an “ordinary loss.”

V. Considering Regulatory Issues

The unique structure of the IBR Swap reduces the regulatory uncertainty that undermines human capital contracts and other income-share agreements under current law. However, the fact that the legal treatment of IBR Swaps under current law is more certain than that of human capital contracts does not exempt IBR Swaps from implicating regulatory and ethical issues. On the contrary, IBR Swaps raise a host of problematic issues that deserve careful consideration. No study to date has systematically examined the regulatory tradeoffs inherent in designing a system of higher education financing that includes various types of income-share agreements. 173 Nor do we attempt such a systematic study here. Instead, in this Section we identify three obvious regulatory concerns: the issue of disclosure requirements to protect student counterparties, the issue of institutional counterparty solvency or credit risk, and the issue of differential pricing and adverse selection.

As discussed above, those who are in favor of human capital contracts should also be in favor of IBR Swaps. But if you are alarmed (or even horrified) by the possibility of a world in which human capital contracts are the primary mode for financing higher education, then you probably oppose IBR Swaps. Thus far, this Article has discussed how IBR Swaps are like human capital contracts, but “better” in the sense that they are more efficient and do not suffer from the same regulatory impediments. We have thus far deferred a discussion about potential drawbacks of income-share agreements that warrant regulation. The Rubio–Petri Legislation clears some of the legal hurdles that impede the development of a market

171. Id.

172. See generally Brown, supra note 57, at 162–65.

173. Although several scholars have made good starts. See, e.g., Oei & Ring, Human Equity?, supra note 24; Schwartz, supra note 24.
for income-share agreements, but it does little to regulate the market it
purports to create.\footnote{Note that the current version of the Bill (1) prevents investors from controlling investees’ actions, (2) requires that income below $18,000 does not trigger repayment, (3) provides a ceiling on the percentage of income that can be charged, (4) provides an aggregate limit on the percentage of income any one student can commit, (5) provides a sliding limit on how long a repayment period can be required, and (6) requires that ISAs include a series of disclosures. \textit{See Investing in Student Success Act of 2015, H.R. 3432, 114th Cong. §§ 103(a)(1), (3)–(5), 103(b), 103(c) (1st sess. 2015).}}\footnote{See, e.g., ASHER ET AL., supra note 71 (arguing that income-driven repayment programs may take pressure off governments or institutions to make education more affordable).}\footnote{175. \textit{See, e.g., ASHER ET AL., supra note 71 (arguing that income-driven repayment programs may take pressure off governments or institutions to make education more affordable).}}\footnote{For example, for discussion supra note 152, student loans are subject to disclosure requirements under the Truth in Lending Act.}\footnote{177. For example, the Consumer Financial Protection Bureau implements numerous disclosure requirements pertaining to home mortgages and student loans, pursuant to Title XIV of Dodd-Frank. \textit{See} Dodd-Frank Act, 15 U.S.C. § 5511 (2012); Truth in Lending Act, 15 U.S.C. § 1638; Regulatory Implementation, Consumer Fin. Protection Bureau, http://www.consumerfinance.gov/regulatory-implementation [https://perma.cc/9X7Q-XY2Y] (last visited Feb. 28, 2016).}\footnote{178. For example, the market for rental housing is frequently regulated by local authorities that require disclosure of terms and tenants’ rights. \textit{See, e.g., D.C. Municipal Regulations and D.C. Register, Secretary D.C., Off. Documents & Admin. Issuances, available at} http://www.dcregs.dc.gov/Gateway/ChapterHome.aspx?ChapterNumber=14-3 [https://perma.cc/Q2CT-SFS5] (last visited Feb. 28, 2016).}\footnote{179. Real estate brokers’ associations are one example of this. \textit{See, e.g., Greater Boston Real Estate Bd., Standard Form Purchase & Sale Agreement (Form...}}

Drawbacks to a market for income-share agreements potentially include risk that income-share agreements could exacerbate income and other forms of inequality, diminish access to education for some qualified students, raise the cost of education for some students, accelerate the withdrawal of public support for education,\footnote{175. \textit{See, e.g., ASHER ET AL., supra note 71 (arguing that income-driven repayment programs may take pressure off governments or institutions to make education more affordable).}} and generally lead to a society that is less egalitarian, less educated, and all around worse. It is possible, though, that well-constructed regulations can manage each potential drawback such that the benefits of an IBR Swap program outweigh the detriments.

Law students entering IBR Swaps are consumer counterparties trans-
acting with more sophisticated institutional actors. Unless a public or private governing body standardizes contract forms or specifies disclosure requirements for IBR Swap transactions, student counterparties could be at risk of committing to contract terms that they have not contemplated and do not like. Disclosure requirements are common regulatory tools in a variety of market contexts where consumer protection is a concern.\footnote{176. For example, as discussed supra note 152, student loans are subject to disclosure requirements under the Truth in Lending Act.}\footnote{177. For example, the Consumer Financial Protection Bureau implements numerous disclosure requirements pertaining to home mortgages and student loans, pursuant to Title XIV of Dodd-Frank. \textit{See} Dodd-Frank Act, 15 U.S.C. § 5511 (2012); Truth in Lending Act, 15 U.S.C. § 1638; Regulatory Implementation, Consumer Fin. Protection Bureau, http://www.consumerfinance.gov/regulatory-implementation [https://perma.cc/9X7Q-XY2Y] (last visited Feb. 28, 2016).} Along with disclosure, standardization of contract terms is also a common regulatory strategy to reduce information costs. If an IBR Swap market arose, law schools, consumer advocates, and institutional counterparties would want to determine the best regulatory body to develop disclosure rules. In some markets, federal bureaus regulate disclosure,\footnote{178. For example, the market for rental housing is frequently regulated by local authorities that require disclosure of terms and tenants’ rights. \textit{See, e.g., D.C. Municipal Regulations and D.C. Register, Secretary D.C., Off. Documents & Admin. Issuances, available at} http://www.dcregs.dc.gov/Gateway/ChapterHome.aspx?ChapterNumber=14-3 [https://perma.cc/Q2CT-SFS5] (last visited Feb. 28, 2016).} in others state or local laws do so,\footnote{179. Real estate brokers’ associations are one example of this. \textit{See, e.g., Greater Boston Real Estate Bd., Standard Form Purchase & Sale Agreement (Form...}} and in still others this responsibility is met by private industry-specific organizations.\footnote{179. Real estate brokers’ associations are one example of this. \textit{See, e.g., Greater Boston Real Estate Bd., Standard Form Purchase & Sale Agreement (Form...}}
A second obvious concern that regulation should address is the risk to student counterparties of institutional counterparty default. Student counterparties may make career decisions by relying on an IBR Swap transaction. If an institutional counterparty becomes insolvent or otherwise defaults, a student counterparty could be left without capacity to meet student loan obligations. Regulations designed to protect certain types of parties to particular transactions from counterparty default risk are common. In derivatives markets generally, regulations requiring that transactions take place on an exchange or through a clearinghouse address counterparty credit risk concerns. The exchange or clearinghouse meets swap obligations, absorbing risk of counterparty default. In insurance markets, capital adequacy requirements protect policyholders from underwriter insolvency. In many markets, assignments of collateral secure counterparty performance, enhancing credit. In the IBR Swap context, again, interested parties and policy-makers would need to determine the appropriate regulatory body and the nature of credit enhancement requirements. IBR Swaps could be traded on a private clearinghouse established by an association of law schools and institutional counterparties. Or, state or federal regulators could impose capital adequacy requirements on institutional counterparties. Formulating and enforcing regulations to protect students from institutional counterparty credit risk, like disclosure requirements, questions of political will. The requirements themselves are not exceedingly difficult to design or enforce.

The remainder of this Section discusses in greater detail the issue of “differential” or “discriminatory” pricing, one of the aspects of income-share agreements that is both a feature and a bug. While regulating to protect student counterparties from obtuse or disadvantageous terms and from institutional counterparty credit risk is fairly straightforward (and faces hurdles primarily of political will), differential pricing and adverse selection present more complex regulatory challenges. Here, we briefly examine the regulatory tradeoffs surrounding differential pricing that could constrain potential harms of IBR Swaps.

180. See Dodd-Frank Act § 723; CEA, 7 U.S.C. §§ 2(h)1, 2(h)7 (2012).
181. See Henderson, supra note 53; Hunt, supra note 132.
183. This option may not be feasible; for example, a clearinghouse structure may involve margin requirements that would be unworkable for student counterparties. See supra note 131 and accompanying text.
A. Differential or Discriminatory Pricing

The primary variable in imagining a market for income-share agreements is the range of factors involved in pricing the agreements. The student-loan market is divided into two submarkets that operate very differently with respect to differential pricing. The bulk of loans for higher education are government loans, and these loans have interest rates fixed by statute that are the same for all qualified borrowers. But there is also a significant market for private loans for higher education, and these loans carry rates that are priced differently depending on a variety of factors, including the creditworthiness of the borrower or guarantor, the loan default rate of the school the borrower is attending, and other factors. In the private student loan context, students are protected against discrimination on the basis of race and other factors by the Equal Credit Opportunity Act (ECOA).184 But, as discussed above, unless the law is changed, IBR Swaps would not be considered student loans and so would not be subject to ECOA. Furthermore, because IBR Swaps could be used in conjunction with government loans, a vibrant IBR Swap market could introduce differential pricing into the existing market for government loans as well as avoid the regulation of discriminatory lending that currently applies to the private student loan market.

There is nothing inherent in IBR Swaps that requires them to be differentially priced. A governmentally controlled IBR Swap program could offer some of the benefits of ISAs without any differential pricing. But all commentators assume that private income-share agreements would not be available to all students on the same terms the way the government’s income-based payment plans are.185 Rather, a market would develop in which income-share agreements are differentially priced based on some criteria that investors believe predict high-earning graduates. As discussed above, most of the commentators thus far have assumed that income-share agreements for undergraduate education would be differentially priced based on undergraduate major, with “high earning” majors like engineering commanding lower priced income-share agreements, while “low earning” majors like English would have to pay higher prices for their income-share agreement. In other words, an English major may be able to borrow $10,000 in exchange for 2% of their income, while a petroleum engineering major may be able to borrow the same $10,000 in exchange for only 1% of their income. It is beyond the scope of this Article to discuss the

---

184. 15 U.S.C. § 1691(a) (2012) (“It shall be unlawful for any creditor to discriminate against any applicant, with respect to any aspect of a credit transaction—(1) on the basis of race, color, religion, national origin, sex or marital status, or age (provided the applicant has the capacity to contract); (2) because all or part of the applicant’s income derives from any public assistance program . . . .”). ECOA is implemented by Regulation B (12 C.F.R. pt. 202) and enforced by the Consumer Financial Protection Bureau, which also has the authority to promulgate implementing regulations for it. See id. § 1691b.

185. See supra note 24.
merits of this particular assumption, but we are both skeptical of the evidence that supports it and unenthusiastic about the effects a market would have if college major was the primary driver of differential pricing.\textsuperscript{186}

But there is no reason that course of study would necessarily be the dominant factor that would determine the price of an income-share agreement. Choice of school could be a significant factor in differential pricing, especially in the law school context.\textsuperscript{187} If investors determined that graduates of highly-ranked law schools on average made more money than graduates of low-ranked law schools, then they could charge more to students of low-ranked law schools for their income-share agreements.\textsuperscript{188} If they estimated that Ben, a student of a low-ranked law school was likely to earn half as much as Heather, a student of a high-ranked law school, they might charge Ben 2% of his future income for every $10,000 borrowed, while they charge Heather only 1% for the same $10,000. Remember, that does not mean that Ben will pay more than Heather for his education. If the investors are predicting correctly, and if Ben and Heather earn the average amount for their schools, they will each pay the same amount for their education. It will just be a higher percentage of income for Ben than for Heather.\textsuperscript{189} The same is true of debt—if they earn the average amount for their schools, then Ben pays a higher percentage of his income than Heather, even though they pay the same amount of money. But, obviously, the investors might not predict accurately or Heather and Ben might not be average. If Ben is above average for his school then he will pay more for his education than someone who is average for their school. If he is below average for his school then he will pay less. If Ben and Heather earn the same amount as each other, then Ben, who is dramatically outperforming the other students from his school, will pay much more than Heather, who is earning the average for her school. That may seem unfair. It may even contribute to social inequality, since students from low-income backgrounds may be more likely to attend lower ranked schools.

\textsuperscript{186} Avoiding a robust discussion of exactly this issue was one of the reasons we chose to focus on law school financing in this Article. For a critique of differential pricing in the undergraduate context, see Jonathan D. Glater, \textit{The Unsupportable Cost of Variable Pricing of Student Loans}, \textit{70 Wash. \\ \\ & Lee L. Rev.} \textit{2137} (2013).

\textsuperscript{187} In the private student loan market, a version of this school-based differential pricing operates to raise the price of loans for students attending certain schools that have high aggregate default rates on student loans.

\textsuperscript{188} The rankings mentioned in this hypothetical are the graduate school rankings published annually by the U.S. News and World Report. It is widely believed that graduates of higher ranked law schools earn more on average than graduates of lower ranked law schools.

\textsuperscript{189} Remember, that is how it currently works with fixed-rate debt. If Ben earns half Heather’s salary, he pays twice as much for his education as she does, \textit{as a percentage of his income}. See supra note 82. Of course, Ben and Heather are paying the same amount in absolute terms if they both borrow the same amount of fixed-rate debt, unless one or the other defaults or takes advantage of a governmental repayment program.
But the possibilities of differential pricing do not end there. It is likely that school will not be the only meaningful pricing factor for an investor in income-share agreements. Absent any rule or law to the contrary, an investor could use more personal factors, such as undergraduate GPA or an LSAT score. These “scores-based” factors would have a very different impact than schools-based factors. Even worse than scores-based differential pricing is differential pricing based on other personal factors. For example, we know that women on average earn less than men, and so, absent any law preventing it, one could imagine a world in which Heather and Ben have identical LSATs and GPAs and go to the same school, but Heather’s income-share agreement costs more than Ben’s just because she is a woman.190 Similarly, we know that children of high-earning parents are more likely to be high-earners themselves than children of low-earning parents, even when other factors are controlled. One could imagine a world in which income-share agreements are priced largely based on the earnings history of the student’s parents. One could imagine a world in which race is a factor.191 Again, these pricing strategies would mean that students who ended up earning the same amount would pay different amounts based on sex or parental income or race. And the difference

190. As discussed above, supra note 184, ECOA prevents discrimination on the basis of sex in the private student loan context, but without legislative or regulatory change, ECOA would not apply to income-share agreements. It would be relatively easy to prevent discrimination on the basis of sex or race just by including income-share agreements in the definition of student loans for the purposes of ECOA. While there is room for debate on this subject, the Rubio–Petri Legislation arguably accomplishes this by providing that an income-share agreement that meets the requirements of the bill is defined as “qualified education loan” under Section 221(d) of the Internal Revenue Code. See H.R. 3432, 114th Cong. § 301(a) (1st sess. 2015). Once the instrument is described as a “qualified education loan, it is presumably “credit” which is subject to ECOA. See 15 U.S.C. § 1691a(d) (2012) (“The term ‘credit’ means the right granted by a creditor to a debtor . . . to incur debts and defer its payment . . .”); 12 C.F.R. § 202.2(j) (2016) (“Credit means the right granted by a creditor to an applicant to . . . incur debt and defer its payment . . .”). With respect to the IBR Swap, which does not constitute debt absent some law or regulation to the contrary, the Rubio–Petri Bill could change the debt analysis for any IBR Swap that qualified as an ISA under the Bill.

191. Race, like sex, is covered under ECOA. See 15 U.S.C. § 169a(d). It is worth mentioning in this context, that discrimination can be found under ECOA under either a theory of disparate treatment or disparate impact. See Consumer Fin. Prot. Bureau, Consumer Laws and Regulations: Equal Credit Opportunity Act 1 (2013), available at http://files.consumerfinance.gov/f/201306_cfpb_laws-and-regulations_ecoa-combined-june-2013.pdf [https://perma.cc/J54E-NDN] (“Disparate impact occurs when a creditor employs facially neutral policies or practices that have an adverse effect or impact on a member of a protected class unless it meets a legitimate business need that cannot reasonably be achieved by means that are less disparate in their impact.”); see also Rodriguez v. SLM Corp., No. 07cv1866 (WWE), 2009 WL 598252, at *3 (D. Conn. Mar. 6, 2009) (“In light of the early stage of this action and the recent decisions that [Smith v. City of Jackson, 544 U.S. 228 (2005)] does not preclude ECOA disparate impact claims as recognized in pre-Smith precedent, the Court will deny the motion to dismiss on this ground.”).
would undermine egalitarianism in access to education: the children of high earners would pay less than the children of low earners. 192

B. Regulating Differential Pricing

Congress could create a regulatory regime that would control which factors could be used in pricing income-share agreements. Lawmakers could mandate that the price of an income-share agreement not vary based on sex or race or parental income. 193 They could mandate that the price be based solely on school attended or even course of study, with students of all law schools paying the same amount.

The problem with such regulation is that it represents a tradeoff in two ways. First, the information-gathering potential of income-share agreements depends on differential pricing. When the investors set a different price for students with different factors, it communicates to the student the market’s estimation of the relative importance of those factors to the students’ future earnings. If the government prevents differential pricing based on LSAT or undergraduate GPA, for example, it prevents students from learning anything about their own earning potential based on their LSATs or undergraduate GPAs. After all, either thing may be irrelevant or highly relevant. The dream of many income-share agreement supporters is that permitting people to make money from accurately predicting students’ earnings would fuel investment into exactly these questions, and the price would communicate the findings.

The second tradeoff in regulating differential pricing is so-called regulatory adverse selection. Adverse selection is the term used to describe a central problem in insurance markets. Traditional adverse selection arises when insurers and insureds have “asymmetric information” about the risks posed to the insured. For example, an insurer providing life insurance may know that the overall probability of a forty-six-year-old man dying in the next year is 2%. If the only information he had about the insured was his age and sex, then he would price the one year of life insurance based on that 2% chance of the insured dying in the coming year. But the chance of a forty-six-year-old man who is diagnosed with advanced lung cancer dying in the next year may be as high as 50%. If the insured knows that he has cancer, but the insurer does not, then there is an informational asymmetry. If the insurer prices the insurance based on its knowledge of the general population of forty-six-year-old men, then the insurance will be a bargain for the man with cancer.

Assuming that the insurer cannot discover which people are diagnosed with cancer, it will have to price its insurance slightly higher than it

192. Remember, privileged students would pay less as a percentage of their income, but they would pay the same amount if both parties earned the amount they were projected to earn.

193. The easiest way to protect against discrimination in ISA pricing would be to include ISAs in the instruments covered by ECOA. See supra note 190.
otherwise would, because it knows that people with cancer are more likely to purchase it than people without cancer. As the insurer increases the price of the insurance to take into account those people who know they have cancer, the insurance becomes less attractive to people who do not have cancer, and they purchase less, driving the price even higher. That tendency for asymmetric information to encourage high-risk individuals to acquire more insurance, and thereby drive low-risk individuals out of the market, is called “adverse selection.” In extreme cases, adverse selection can cause a “death spiral” as low-risk insureds opt out of the market, driving up the price, thereby causing more low-risk insureds to exit the market.

In education financing, adverse selection potentially exists whether financing is provided in the form of debt or an income-share agreement. In the case of income-share agreements, any information that accurately predicts earnings—and that is known to students but not investors—is relevant to the adverse selection issue. For example, if a student knows that they want to work in public interest law and that salaries are very low there, then they present a greater-than-normal risk of low earnings. Similarly, if a student has a personal contact at a high-paying law firm, they potentially present a greater-than-normal chance of high earnings. If the low-earning student opts in to the human capital contract market, and the high-earning student opts out, the adverse selection problem may be acute. That is because personal commitments and personal contacts are private information held by the student and not available to the investors.

But adverse selection problems arise not only through asymmetric information, but also when both parties have access to information. However, the insurer is prohibited by law to take that information into account in setting rates. This kind of adverse selection is sometimes called regulatory adverse selection to emphasize the fact that it arises out of the legal regime, rather than out of asymmetrical information.\(^{194}\) So, for example, the fact that federal law prohibits insurers from considering preexisting conditions when providing or pricing health insurance creates the potential for regulatory adverse selection.\(^{195}\) In the case of income-share agreements, any regulatory regime that limits the factors that investors can consider in pricing the contracts could create or exacerbate the adverse selection problem. Even banning only the most disturbing forms of price discrimination could potentially cause regulatory adverse selection. For example, if the government banned sex discrimination in pricing income-share agreements, women (who are at greater risk of low earnings) might opt in to the program, while men (who have a greater likelihood of high earnings) opt out. In this scenario, the average price would go up.


\(^{195}\) The so-called individual mandate, which requires almost all persons to purchase health insurance, is an attempt to overcome at least some of the potential adverse selection caused by the prohibition.
In the income-share agreement market, regulatory adverse selection could also occur if investors were constrained from taking into account any other individual factor, like family wealth, grades, LSAT scores, or anything else. It is conceivable that adverse selection could be prevalent enough in a market for human capital contracts to cause a "death spiral." In that case, no market could develop for income-share agreements, and it would be necessary for the government to intervene, either with some sort of "individual mandate" or by subsidizing income-share agreements enough to counter the costs of adverse selection.

Ultimately, the question of whether asymmetrical information or regulatory adverse selection would destroy a voluntary market for income-share agreements is an empirical one. There are some reasons to believe that the adverse selection problem may not be as bad as one might fear, at least if students are required to make their choice about whether to participate before they start their law school career. As for information asymmetries, the consensus appears to be that at the point students enter school, they have very little reliable information about their future earning capabilities at graduation, at least in the law school context. Remember, for adverse selection to be a concern, students would have to know more about their individual earning potential than the investors.196 Most evidence suggests that at least prospective law students have very little private information about themselves that would enable them to make better predictions about their earning potential than investors.197 Even the classic example of the student who plans to go into a low-earning field like public interest appears to be largely a myth. Most students do a bad job at the outset of law school predicting what kind of law they will practice, and so-called public interest careers are not the main cause of low earning among law school graduates.

Regulatory adverse selection may also pose less of a problem than one might assume if individual characteristics are not very predictive of future earnings. Transaction costs already limit the individual factors that insurers use to price insurance, and only those whose predictive ability justifies the price of collecting the information are likely to be used. It may well be that the factors that are prohibited—even if they include scores or parental income—are just not significant enough to cause a death spiral in the market. After all, we had a robust health insurance market prior to the Affordable Care Act with a significant number of antidiscrimination provi-

---


197. See Palacios et al., Investing in Value, Sharing Risk, supra note 24, at 11 (giving good general introduction to adverse selection problem faced by human capital contracts).

Given that students are often not very accurate in projecting their future income and typically have low levels of knowledge about the labor market, however, investors will most likely have better information than students about their future economic prospects in particular courses of study at particular institutions.

Id.
sions. It presumably was the ban on pricing based on preexisting conditions that legislators thought would be the straw that broke the camel’s back to necessitate the individual mandate.

In regulating income-share agreements, legislators would have to make a similar judgment about which pricing factors could be prohibited without destroying the market and which would be too much. If skepticism about the predictive power of various characteristics is warranted, then regulatory arbitrage may not be such a significant problem. On the other hand, if no factor does a good job of predicting earnings, then the “information-gathering” power of income-share agreements will probably be less powerful than some commentators hope. These two issues—regulatory adverse selection and differential pricing—are inherently connected.

In summary, the point here is that the creation of a market for income-share agreements might necessitate new regulation, and this new regulation would implicate a series of policy trade-offs. We leave a systematic examination of these policy trade-offs to another day.

VI. Conclusion

This Article has introduced a novel financial instrument that has both strengths and weaknesses. One of the benefits of a financial innovation like the IBR Swap is how flexible it is to adapt to a variety of circumstances. One example should illustrate how thinking about the IBR Swap may help policy-makers to see higher education finance in new ways, making creative policy reform possible.

In July 2013, the Oregon legislature approved a pilot program under which students can attend state universities for free in exchange for a promise to pay a percentage of their future income. The program, called “Pay It Forward,” has been stalled for over two years largely because legislators are unsure of how to fund it. Because Oregon state schools would have to forego tuition revenue for any student participating in the program, the cost would have to be made up elsewhere. Legislators have proposed issuing bonds, directing revenue from the state’s lottery, and other sources of revenue to fund the program. Pay It Forward is in essence a human capital contract between the state of Oregon and some of the students at its state schools.

If it wanted to, Oregon could solve its revenue problem by structuring the Pay It Forward program as a series of IBR Swaps. Instead of attending Oregon state schools for free, students would borrow from the federal government the cost of tuition and pay that tuition to the school they attend. Then, Oregon could agree that it would pay the students’ loan payments on their behalf, so long as the students pay Oregon a percentage of their future incomes. Oregon has estimated that four years of public college

would cost 3–5% of a student’s income for twenty years. Therefore, if students borrowed enough to pay for four years, Oregon would enter into IBR Swaps with them in which it paid off their student loans, and they paid Oregon 3–5% of their incomes for twenty years. From the student’s perspective, a Pay It Forward program structured around an IBR Swap is almost identical to the currently proposed Pay It Forward program. From Oregon’s perspective, the primary benefit of an IBR Swap model is that it does not need to come up with upfront capital to fund its Pay It Forward Program.

The ways that the IBR Swap opens possibilities for Oregon and others is just the beginning of the conversation, however. It is crucial that we bring both creativity and detailed attention to the possibilities that income-based education finance presents. The IBR Swap combines structural and financial advantages of derivatives with the appeal of income-based approaches to paying for law school. But the benefits of the IBR Swap from a financial engineering perspective only make starker the potential social problems that could arise from an unregulated market for income-share agreements. The IBR Swap concept should inspire reexamination of the best role for government in higher education finance and the importance of channeling public funds to their best uses. Now is the time to explore innovations like the IBR Swap, as legal education strives to better match costs and capital to educate the next generation of lawyers.
HEALTHCARE AND THE BALANCE-BILLING PROBLEM:
THE SOLUTION IS THE COMMON LAW OF CONTRACTS AND
STRENGTHENING THE FREE MARKET FOR HEALTHCARE
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INTRODUCTION

Courts across the country are beginning to understand that hospital bills based on list or chargemaster prices are exorbitant and unfair, because they reflect prices that are set to be discounted and not paid.1 As
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a result, courts are becoming aware of the fact that the list prices or chargemaster rates that hospitals claim are usual and customary are instead exorbitant amounts, arbitrarily set by hospitals, as a starting point for negotiating huge discounts with insurers.\textsuperscript{2} Much attention has been focused by commentators on the ironic unfairness of the fact that uninsured patients—\textemdash;that is, those least likely to be able to afford to pay for healthcare even at a reasonable price—\textemdash;are often expected to pay these exorbitant rates in full.\textsuperscript{3} However, while this attention is certainly well-deserved, focusing only on the uninsured misses the fact that it is not just the uninsured that are burdened by obscenely high chargemaster rates.

A large and growing group of insured patients is also being unfairly burdened by hospitals’ exorbitant chargemaster prices.\textsuperscript{4} The burden is brought to bear on these patients through a process known as balance billing.\textsuperscript{5} When a patient’s insurance company has not negotiated a con-
tract with the hospital that provides services to the patient, the patient is considered out of network—“OON,” in hospital speak—and as a result, the discounts that the hospital has negotiated with other insurers do not apply to the OON patient.\textsuperscript{6} The patient’s insurer pays the hospital the amount that the insurance company is obligated to pay for the services received, but this amount, being reasonable, is always far less than the unreasonably high list price set by the hospital.\textsuperscript{7} Because the OON patient’s insurer has no contract with the hospital, the hospital is not obligated to accept the payment from the insurance company as full payment, and therefore the hospital is permitted to bill the patient for the balance that is the difference between the obscenely high hospital list price and the reasonable amount that the insurance company paid. Moreover, for a variety of reasons, hospital networks are becoming narrower as hospital systems contract with fewer insurers, and as a result, more and more patients are receiving balance bills.\textsuperscript{8}

In addition, not only do the price and collection limitations included in the Affordable Care Act (ACA or Act)—Obamacare—not prevent balance billing, the Act allows for the sale of narrow network health insurance, enshrines exorbitantly high chargemaster rates, and encourages balance billing.\textsuperscript{9} Finally, the practice of balance billing puts upward pressure on healthcare prices in general.\textsuperscript{10} That is, this practice leads to


\textsuperscript{6} See Hoadley et al., supra note 5, at 3–5.

\textsuperscript{7} See, e.g., George A. Nation III, Determining the Fair and Reasonable Value of Medical Services: The Affordable Care Act, Government Insurers, Private Insurers and Uninsured Patients, 65 Baylor L. Rev. 425, 434–35 (2013) [hereinafter Nation, Determining Fair and Reasonable Value] (providing actual hospital pricing for hypothetical gall bladder surgery that would have list price of $14,000; $3,600 price for HMOS; price of $4,700 for Blue Cross/Blue Shield; price of $5,000 for Aetna; price of $2,590 for Medicare; and $1,260 for Medicaid—for same exact services).

\textsuperscript{8} See, e.g., Reed Abelson, More Insured, but the Choices Are Narrowing, N.Y. Times, May 12, 2014, \url{http://www.nytimes.com/2014/05/13/business/more-insured-but-the-choices-are-narrowing.html?_r=0} [https://perma.cc/F4BS-SH8A] (noting that because many health insurance policies sold on Affordable Care Act (ACA) exchanges use narrow networks, out-of-network care and balance-billing are becoming more frequent).

\textsuperscript{9} See infra notes 24–83 and accompanying text.

\textsuperscript{10} See Ge Bai & Gerard F. Anderson, Extreme Markup: The Fifty US Hospitals with the Highest Charge-to-Cost Ratios, 34 Health Aff. 922, 925 (2015) (noting that
higher prices across the board for the uninsured, the out-of-network insured, and even the in-network insured.\footnote{11}

I have written about the balance-billing problem in other work and have suggested there the adoption of government regulations directed at hospitals that would both address the balance-billing problem and improve the functioning of the free market for healthcare by providing price transparency.\footnote{12} A few states have attempted to address this problem legislatively with mixed success.\footnote{13} The focus of this Article is on the practice of balance billing, what courts can do now under existing law to address this problem, and the type of legislation that will provide a long-term solution to the broader problem of market failure regarding the sale of healthcare. This Article argues that more government price-fixing is not the solution. The primary goal of healthcare policy in the United States should not be to increase access and control the price of healthcare; rather, it should be to develop the best healthcare in the world at the lowest price.\footnote{14} The only high markups [chargemaster rates] may add to private insurance premiums and play role in rise of overall healthcare spending); Robert Murray, \textit{Hospital Charges and the Need for a Maximum Price Obligation Rule for Emergency Department \\& Out-of-Network Care}, Health Aff. Blog (May 16, 2013), http://healthaffairs.org/blog/2013/05/16/hospital-charges-and-the-need-for-a-maximum-price-obligation-rule-for-emergency-department-out-of-network-care/ [https://perma.cc/JWC4-XDLE]. Murray states as follows:

\textit{Charges Do Matter—They Matter a Great Deal.}

Counter to the belief of both hospital industry representatives and many of my colleagues, hospital charge levels and rapidly escalating charges matter a great deal. While individual states and the Affordable Care Act (ACA) have instituted limits on the amounts low-income uninsured patients pay hospitals, insured patients that receive care at hospitals that are “Non-Par” or “out-of-network” are still victims of hospital’s exorbitant charging practices. When patients receive emergency services at an out-of-network hospital, the patient and/or insurance company (depending on insurer cost sharing for out-of-network care) pay full charges.

High and increasing hospital charges, combined with increasing proportions of cases admitted through the hospital Emergency Department (ED), are major factors behind the ever-declining negotiating leverage of private health insurers. This situation, coupled with the increased pricing power of the ever-more-concentrated provider industry, will be a major contributor to the almost certain rapid escalation in total U.S. health care costs in coming years.

\textit{Id.}

\footnote{11. See infra note 10 and accompanying text.}


\footnote{13. See, e.g., Hoadley \textit{et al.}, supra note 5, at 6–9. (noting that nine states have enacted legislation in attempt to deal with balance billing and problem of these efforts have met with mixed results).}

\footnote{14. See George A. Nation III, \textit{Non-Profit Charitable Tax-Exempt Hospitals—Wolves in Sheep’s Clothing: To Increase Fairness and Enhance Competition in Health Care All Hospitals Should Be For-Profit and Taxable}, 42 Rutgers L.J. 141, 198–209 (2010) [hereinafter Nation, Wolves in Sheep’s Clothing] (citation omitted within title) argu-
mechanism we have for doing that is the free market. While there is additional government regulation that would be helpful in strengthening the free market for healthcare, I argue here that we do not have to wait for such regulation; the common law of contracts contains the tools necessary to allow courts to provide a free market solution to the balance-billing problem now.

Part I provides background concerning the problem of balance billing. Part II provides an analysis of the problem and suggests that part of the solution to the lack of competition in the sale of healthcare (of which the balance-billing problem is a symptom) requires, *inter alia*, government regulation designed to require meaningful price disclosure by hospitals, along with other steps to further strengthen the free market for healthcare in the United States. Part III discusses what courts can do now with the tools currently available to them to solve the problem of balance billing in a way consistent with a strong free-market for healthcare. Part IV concludes.

I. BACKGROUND: THE PROBLEM

In a recent newspaper article a journalist recounted the story of a fifty-year-old construction worker who experienced chest pains and was admitted to St. Francis Hospital in Bartlett, Tennessee, in 2014. His wife said they were not told either at the time of admission or during their visit that the hospital did not accept their health insurance. The couple received a bill from the hospital for $22,945. As the article points out, under the ACA, a family’s out-of-pocket expenses (this would include charges for things like co-pays, co-insurance, etc.) for 2014 were capped at $12,700. However, this limitation under the ACA does not apply to non-emergency room charges provided by an out-of-network hospital. That is, the limitation does not protect patients from balance billing, and thus the family received a bill for $22,945. In this case, the family was lucky; they appealed the charges, and the hospital eventually reduced their bill.

15. See *id.* at 181–85 (arguing that non-profit, tax-exempt business model is not appropriate for hospitals and that only free market competition can accomplish healthcare goals).
16. See *infra* notes 98–125 and accompanying text.
17. See *infra* notes 84–148 and accompanying text.
19. *Id.*
20. *Id.*
21. *Id.*
22. *Id.*
to $600—but only after the bill had been sent to a collection agency, which the family worries will hurt their credit rating.23

A. Narrow Networks

In 2015, under the ACA, out-of-pocket costs were capped at $6,600 for an individual and $13,200 for a family.24 But again, these caps do not apply to out-of-network providers who charge patients for the portion of their bills that their insurance does not pay.25 Moreover, this balance-billing problem is getting worse because networks are becoming narrower.26

A network consists of the hospitals with which an insurer has contracted.27 Pursuant to those contracts, hospitals agree to dramatically discount their list prices.28 If a provider is not in-network, that means that the insurance company has no contract with the hospital, and patients who are insured by that company are not entitled to the huge discounts and instead are, according to the hospital, responsible for the fully undiscounted, obscenely high, list price for the services they receive.

A network is narrow if it only includes a few hospitals.29 A wide network, which includes many hospitals, gives patients more choice as to

23. Id.
24. Id.
25. Id.
26. See id. (noting that plans with narrow networks make up about half of all health law exchange networks and about two-thirds of networks in large cities); see also Abelson, supra note 8 (acknowledging balance-billing becoming more frequent).
27. See HOADLEY ET AL., supra note 5, at 3–5.
28. See Nation, Chargemaster Insanity, supra note 12, at *19–23 (noting that self-pay patients billed chargemaster rates are asked to pay are at least 2.5 times amount paid by health insurers for same exact care); Nation, Determining Fair and Reasonable Value, supra note 7, at 429–30.

Another important characteristic of healthcare is that chargemaster or list prices are not fair or reasonable. They are grossly inflated because they are set to be discounted rather than paid. Hospitals, in general, do not expect to recover these inflated prices, but . . . they are very reluctant to reduce them for self-pay patients. Nevertheless, hospitals and other providers maintain that the grossly inflated list prices contained in their chargemasters are “reasonable and customary,” in part because every patient, insured or uninsured, receives a detailed itemized bill reflecting chargemaster prices. As a result, hospitals sometimes claim that all patients are billed at chargemaster rates. However, while all patients are billed chargemaster rates, all patients are not expected to pay the billed charges. . . . [F]or insured patients, the billed (chargemaster based) amount is dramatically (at least 50%) discounted. Thus, while hospitals claim that the chargemaster rates reflect their usual and customary charge for services, they certainly do not represent the usual price actually paid for the listed goods and services.

Id. (footnotes omitted).

29. See Armour, supra note 18 (explaining health plans offered by employers also have been reducing number of doctors and hospitals in their networks, but what have come to be known as narrow networks are more prevalent in plans offered on ACA exchanges).
where to seek care. A poll conducted by the Kaiser Family Foundation found that more than half of Americans believe that it is important to make sure that health plans have sufficient networks to provide a wide choice of doctors and hospitals.30 However, according to a 2015 report by McKinsey & Company, plans with narrow networks make up half of all insurance networks offered through the ACA, and narrow networks make up about two-thirds of the insurance networks offered through the ACA in the largest cities.31 As insurance networks become narrower, more patients are burdened with exorbitant hospital debt pursuant to balance billing.32

The reason that networks are becoming narrower is the desire on the part of hospital systems to increase profits.33 For example, in some cases, insurance companies cannot afford the reimbursement levels being

30. Id.
31. Id.
32. Id.
33. See Murray, supra note 10.

More importantly, the already astronomical and rapidly escalating hospital charge levels also have a less obvious impact on the rise in overall health care costs. High and increasing charges fundamentally undermine the negotiating leverage of private payers relative to hospitals, both big and small. This dynamic, which has been playing out in negotiations between private insurers and hospitals for years, goes something like this:

. . . .

When hospitals negotiate with health plans they have one of two options: 1) they can take a lower negotiated rate (around 135 percent of cost, which is the average payment level nationally as shown by the AHA statistics) and receive higher volumes of patients by virtue of being “in-network”; or 2) they can decline to be in-network and receive an average profit of 220 percent of costs on smaller patient volumes admitted through their EDs. The higher the profit on ED patients that pay out-of-network rates, the stronger the incentive for the hospital to drive hard bargains with insurers over negotiated prices.

Recent analyses of private-sector pricing trends show stronger-than-average growth in hospital prices for Emergency Department services. The Health Care Cost Institute (HCCI), which monitors spending trends by private insurers, found that from 2009 to 2011, unit prices for ED services increased by 16.3 percent, compared to 9.9 percent and 8.1 percent increases in prices for inpatient and ancillary services, respectively. The profit-making opportunity to raise prices for services with highly inelastic demand curves is clearly not lost on the hospital industry.

. . . .

However, even under Scenario 1, with markups at 320 percent or higher, the hospital has relatively little incentive to negotiate with a health plan that cannot promise substantial volumes. The bottom line conclusion, then, is that high markups and heavy and growing use of the ED as a source of admission act to substantially reduce insurer market power, even for providers with relatively small market share. Those who negotiate on behalf of commercial insurers are well aware of how the ability of hospitals to raise charges completely undermines their own negotiating leverage.

Id.
demanded by hospital systems in order to become in-network.34 Some hospital systems choose to purposely limit the size of their networks because they feel that this strengthens their financial bargaining position and allows them to recoup higher payments from insurers and patients.35 An important cause of this is the increased concentration that has occurred on the provider side of the market.36 As hospitals consolidate, more large healthcare systems are created, and these dominant systems do not feel any competitive pressure to contract with insurance companies at reasonable reimbursement rates.37

34. Id.
35. Id.
36. Id.

It is a well-documented fact that provider consolidation—which research shows leads to higher prices—is already extreme and once again on the rise.

As Barak Richman from the Duke School of Law has discussed, health care providers with market power enjoy substantially more pricing freedom than monopolists in other industries because of the presence of U.S. style health insurance, which largely insulates consumers from the full implications of monopoly pricing. This dynamic results in much greater potential for revenue generation and much greater distribution of wealth than would result from monopoly power in markets where consumers face the prices and price increases directly.

Thus, the prospects for cost control are greatly diminished as long as providers are allowed to exercise their monopoly power, particularly where they face a highly inelastic demand curve—namely for emergency department services. The ability to hold a gun to the head of private insurers in this fashion is a by-product of provider consolidation, the enhanced pricing flexibility of health care monopolies, and the increasing proportions of admissions through hospital EDs.

Id. (citations omitted).

37. See id.; Elisabeth Rosenthal, As Hospital Prices Soar, a Stitch Tops $500, N.Y. TIMES, Dec. 2, 2013, http://www.nytimes.com/2013/12/03/health/as-hospital-costs-soar-single-stitch-tops-500.html?pagewanted=all&_r=0 [https://perma.cc/VU7N-LWP9?type=image] (quoting Glenn Melnick, Professor of Health Econ., Univ. of S. Cal.) (regarding California Pacific Medical Center, which is owned by Sutter Health Inc., whose chargemaster rates are 5.5 to more than 10 times the Medicare reimbursement rate).

According to Professor Melnick, “Sutter is a leader—a pioneer—in figuring out how to amass market power to raise prices and decrease competition.” Id. (internal quotation marks omitted). Research shows that today’s hospital mergers tend to drive up prices. For example in the case of Sutter, it operates the only hospital in some California cities. As a result, employers have limited ability to fight back against Sutter’s high fees. Professor Melnick notes that chargemaster prices are basically arbitrary, not connected to underlying cost or market prices; hospitals can set them at any level they want. There are no market constraints. Hospitals are the most powerful players in the healthcare system and there is little or no price regulation in the private market. See Martin Gaynor & Robert Town, Robert Wood Johnson Found., Policy Brief No. 9, The Impact of Hospital Consolidation—Update 2 (2012), available at http://www.rwjf.org/content/dam/farm/reports/issue_briefs/2012/rwjf73261
B. No Notice, No Control, and Unfair Surprise

Even patients who are aware of the risks of balance billing and who, given their medical condition, are in a position to make a choice regarding where to seek treatment, find it difficult, if not impossible, to prevent balance billing. This is because it is often extremely difficult for a patient to determine whether the provider from whom they are seeking medical services is in-network or out-of-network. Moreover, the mere fact that a patient seeks medical services from an in-network hospital does not ensure that the doctors treating the patient are also in-network. That is, it is very common for in-network hospitals to employ physicians who are not in that network. As a result, patients treated at an in-network hospital may receive balance bills from the out-of-network physicians who treated them. This is confusing and unfair to patients.

C. Exorbitant, Obscenely High Charges

The problem of balance billing would not be of nearly as much concern if the balance bills were not so outrageously high. That is, if hospitals and other healthcare providers set their list prices at a fair and reasonable level to begin with, the balance bills would not represent a crippling financial burden for patients. Rather, they would simply represent the difference between a reasonable list price and a likewise reasonable reimbursement amount set by the insurance company. In this economically sensible world (one that a properly functioning free market would create), balance bills would often be zero or a minimal amount. Unfortunately, this does not represent the current reality of hospital billing, as illustrated by the fact that in the case cited above, once the hospital reduced its charges, the bill went from $22,945 down to $600.

What makes the problem of balance billing so pernicious is that the bills not only surprise patients, but the total cost of the bills is often financially devastating. I have written before about outrageously high charge (identifying hospital bargaining leverage as main determinant of relative expensiveness within same hospital market).

38. See, e.g., Armour, supra note 18; Chen, supra note 5. See generally Hoadley et al., supra note 5.

39. See Chen supra note 5 (“It’s a pretty good bet that if you’re hospitalized or having any kind of surgery, somebody along the way who touches you or your slides or films will not be in network[.]” (quoting Karen Pollitz, Senior Fellow, Menlo Park, California-based Kaiser Found.) (internal quotation marks omitted)).

40. Id.

41. Id.

42. Id.

43. See, e.g., Nation, Determining Fair and Reasonable Value, supra note 7, at 427.

44. Id.

45. See supra notes 18–23 and accompanying text.

46. See e.g., Melissa B. Jacoby & Mirya Holman, Managing Medical Bills on the Brink of Bankruptcy, 10 YALE J. HEALTH POL’Y L. & ETHICS 239, 247 (2010) (arguing medical debt makes it difficult to get further healthcare); Melissa B. Jacoby & Eliza-
master prices that hospitals insist are usual and customary, and I do not wish to repeat that work here. It is sufficient to note that the amounts reflected on balance bills, when based on chargemaster prices, are outrageously high, set to discounted and not paid, bear no relationship to the hospital’s cost, and, if they are paid, yield truly enormous profits to the hospital.

D. Balance Billing Increases the Overall Cost of Healthcare

Because the profit maximizing conduct of hospitals, both for-profit and not-for-profit, is unrestrained by competitive market forces, the overall cost of healthcare in the United States is inflated. The lethal combination of exorbitantly high chargemaster prices and the practice of balance billing combine to put upward pressure on prices for healthcare across the board. These practices not only directly increase the cost of healthcare for the uninsured and out-of-network patients; they also indirectly increase the cost of healthcare for everyone. While government insurers who pay for more than half of the healthcare provided in the United States no longer set reimbursement rates based directly on chargemaster rates, higher chargemaster rates do indirectly put upward pressure on government reimbursement amounts. However, more importantly and the focus of this Article is the fact that the combination of obscenely high chargemaster rates and the practice of balance billing im-


47. See generally Nation, Chargemaster Insanity, supra note 12; Nation, Determining Fair and Reasonable Value, supra note 7; Nation, Obscene Contracts, supra note 3; Nation, Wolves in Sheep’s Clothing, supra note 14.

48. See, e.g., Reinhardt, U.S. Hospital Services, supra note 4, at 63 (explaining chargemaster prices “would yield truly enormous profits” if paid).

49. See Nation, Chargemaster Insanity, supra note 12, at *26 (“[H]igh chargemaster prices lead to [overall] higher prices for healthcare.”); Nation, Wolves in Sheep’s Clothing, supra note 14, at 154 (“[T]he primary reason that the non-profit model has dominated the hospital industry is that it provides camouflage and autonomy for the real profit seeking motives and/or elitist wealth transfer motives of those in de facto control, and it affords a tax deduction that enhances profits.”).

50. See supra note 10.

51. See supra note 10.

52. See Nation, Chargemaster Insanity, supra note 12, at *26–30 (noting exorbitant chargemaster prices cause higher overall prices for healthcare); Nation, Determining Fair and Reasonable Value, supra note 7, at 454 (discussing main reason chargemaster prices are so high is that higher chargemaster prices lead to higher revenues, though not dollar-for-dollar, for hospitals from government and private insurers as well as from self-pay patients).
crease the cost of healthcare for both uninsured and privately insured patients.53

It is obvious why uninsured and out-of-network patients pay more—because the dysfunctional market for healthcare allows hospitals to set unreasonably high chargemaster rates and insist on balance billing out-of-network, uninsured, and other self-pay patients.54 What is less obvious is why this also increases the cost of healthcare for in-network patients. Remember that patients are considered to be in-network if their insurance company has entered into a contract with the hospital providing medical services, and as a result, in network patients typically cannot be balance billed.55

However, the negotiation of the contract that makes a patient “in-network” is affected directly by exorbitant chargemaster rates and the practice of balance billing. For example, when a hospital or hospital system and an insurance company negotiate reimbursement rates, the hospital system’s bargaining power is increased by the fact that if the insurance company fails to agree to the reimbursement rates desired by the hospital system, then all of the insurance company’s customers are balance billed at chargemaster rates.56 This threat—agree to our reimbursement rates or your insureds will face huge charges for healthcare—is strengthened each time the hospital raises its chargemaster rates.57 This threat-based bargaining power is irresistible in the case of a hospital or hospital system that is dominant in its market.58 Insurers simply cannot sell health insurance policies if those who buy them will be punished with exorbitant balance bills for receiving care from the dominant provider in the market.59 As a result, many insurers have no option but to agree to the high reimbursement rates requested by the hospital system and to pass these costs along to their customers/insureds in the form of higher prices for health insurance.60

53. See supra note 10.
54. See supra notes 24–48 and accompanying text.
55. See supra notes 5–11 and accompanying text.
56. See Bai & Anderson, supra note 10, at 923 (noting that high chargemaster rates motivate insurers “to include hospitals in their networks to reduce the likelihood of having subscribers pay high out-of-network prices”); Murray, supra note 10 (noting that high chargemaster rates “undermine the negotiating leverage of private [insurers] relative to hospitals”).
57. See Murray, supra note 10 (discussing hospitals’ options when negotiating with insurers).
58. See, e.g., Nation, Chargemaster Insanity, supra note 12, at *21–22 (discussing California Pacific Medical Center—owned by Sutter Health—and its amassed market power allows it to charge “5 1/2 to over 10 times the Medicare reimbursement rate”).
59. See id. at *28 (discussing how private insurers, even these with significant market power, are forced to agree to high contractual reimbursement rates with must have hospitals in their market).
60. See id. at *26 (discussing how “insanely high chargemaster prices lead to over all higher prices” for insured patients as well as “self-pay patients”).
The price of insurance (what insured patients pay for healthcare) consequently goes up.61

An alternative for insurance companies is to simply sell narrow network policies to uninformed customers and let these patients be shocked and surprised by the balance bills they receive. Narrow network policies are of course cheaper, and the low price often attracts customers who do not fully understand the risks posed by narrow network policies.62 As noted, the majority of policies sold on ACA exchanges are narrow network policies.63 In addition, several newspaper articles have focused on the frustration, shock, and surprise of patients who receive huge balance bills.64

Make no mistake, even non-profit, tax-exempt, so-called charitable hospitals act exactly like their for-profit competitors when it comes to setting obscenely high chargemaster prices and balance billing their patients.65 I have written before about the very uncharitable conduct of so-called charitable hospitals, and there is no need to repeat that work here; it is sufficient to note that there is no meaningful difference between the conduct of non-profit and for-profit hospitals when it comes to conducting their financial affairs, except of course that the non-profits make more money because they do not pay taxes.66 Moreover, while the pricing and collection limitations included in the ACA apply only to non-profit hospitals, these provisions do not solve the balance-billing problem even in the context of non-profit hospitals as discussed in the next Section.67 Thus, there is little to be gained from simply applying the ACA’s ineffective price and collection limitations to for-profit hospitals.

61. See id. at *28 (“[H]igher chargemaster rates do indirectly produce higher hospital revenue from all private insurers.”).

62. See Armour, supra note 18 (discussing that customers who purchased coverage through ACA are surprised by balance bills).

63. See id. (discussing how “plans sold on ACA exchanges have limited networks”).

64. See supra note 5.

65. See Nation, Wolves in Sheep’s Clothing, supra note 14, at 174–79 (“The many instances in which non-profit hospitals seem to place the pursuit of profit over charity care has led the Commissioner of the IRS to observe that there is now very little difference between for-profit hospitals and not-for-profit hospitals.”); cf. Bai & Anderson, supra note 10, at 924 (finding that 98% of top 50 hospitals with highest chargemaster rates were for-profit). These findings are misleading with respect to the difference between for- and non-profit hospitals. The sample is small at fifty, most of the top fifty were owned by just two for-profit systems, but most importantly the average chargemaster rate for all hospitals was 3.4 times Medicare allowable cost. Id. at 923.

66. See generally Nation, Wolves in Sheep’s Clothing, supra note 14, at 170–79 (discussing issues with non-profit hospitals).

67. See infra notes 68–83 and accompanying text.
The ACA started out with laudable goals, however, much got lost in its translation into legislation. As noted above, the ACA contains limits on what patients may be asked to pay out-of-pocket if they are covered by a qualified health insurance policy, but these limits do not apply to non-emergency charges of out-of-network providers.68 In other words, the out-of-pocket limits established by the ACA do not apply to balance billing.69 The ACA also establishes limits on the amount that indigent, uninsured patients may be charged for healthcare and the type of collection techniques that may be used to recover healthcare debt.70 It is important to note, however, that these limitations apply only to not-for-profit, tax-exempt hospitals; they do not apply to for-profit hospitals.71 For-profit hospitals make up approximately 20% of the hospitals in the United States, and, while not directly relevant here, I have argued elsewhere that all hospitals should be for-profit and taxable.72

In any event, an indigent patient eligible for a (not-for-profit, tax-exempt) hospital’s financial assistance policy (FAP) may not be charged more than the hospital’s generally billed amount (GBA).73 GBA is a reasonable amount established under the ACA and may be based on either the average amount the hospital bills private insurance and Medicare for the services provided or the prospective Medicare reimbursement rate alone.74 Moreover, these hospitals and their collection agencies are forbidden from using extraordinary collection techniques to collect hospital debt from FAP-eligible patients.75

However, these provisions fail to solve the balance-billing problem even for not-for-profit, tax-exempt hospitals for several reasons. First, these hospitals are free to define who is eligible for their financial assist-

69. See ACA § 1302(c) (codified at 42 U.S.C. § 18022(c)); Bai & Anderson, supra note 10, at 923 (“The ACA requires nonprofit hospitals to provide discounts to eligible uninsured patients. However, the same provision lets individual nonprofit hospitals determine their own eligibility standards, does not address the levels of the markup faced by out-of-network patients and casualty and workers’ compensation insurers, and does not apply to for-profit hospitals.”).
70. See supra note 67.
71. See supra note 67.
72. See generally Nation, Wolves in Sheep’s Clothing, supra note 14.
74. See 26 C.F.R. § 1.150(r)–1 (2016) (defining amounts generally billed).
75. See I.R.C. § 501(r)(6).
Many hospitals define FAP eligibility according to income levels based on the Federal Poverty Guidelines (FPG). The problem is that, in addition to the FPG limits, most of these hospitals also limit eligibility for their FAPs to those who are uninsured. Obviously, this offers no protection for patients subject to balance billing, who, by definition, are insured but have received care outside of their network.

Second, the recently finalized regulations implementing the ACA’s limitations on hospital charges for FAP-eligible patients specifically allow balance billing of patients who qualify for financial assistance. That is, if, under a specific hospital’s FAP, an insured patient is eligible for financial assistance and therefore the amount the hospital may charge is limited to the hospital’s GBA, the hospital is specifically permitted to recover this amount from both the insurance company and the patient. The hospital may balance bill the FAP-eligible patient for an amount up to the GBA amount even though the hospital has already collected the GBA amount—an amount deemed to be the reasonable value of the services provided according to the ACA, from the insurance company.

Finally, the ACA specifically refers to a hospital’s “gross” charges, clearly indicating their chargemaster rates. While the ACA does this with good intentions, specifically requiring not-for-profit, tax-exempt hospitals to charge less than their list prices to FAP-eligible patients (the ACA does not say how much less) nevertheless references to chargemasters effectively require that chargemasters—with their exorbitant prices—stay in existence. In addition, hospitals continue to have the same incentives to continually raise their chargemaster rates. As noted above, high

76. See id. § 501(r)(4)(A); Additional Requirements for Charitable Hospitals, 77 Fed. Reg. 38148, 38149 (June 26, 2012) (codified at 26 C.F.R. pt. 1) (“Neither the [ACA] nor these proposed regulations establish specific eligibility criteria that a [financial assistance policy] must contain.”).

77. See, e.g., Cleveland Clinic, Summary of Financial Assistance (PWO 13998), available at https://my.clevelandclinic.org/ccf/media/Files/Patients/financial-assistance-app.pdf?la=en [https://perma.cc/9BMS-JBPJ] (last updated Jan. 2013) (“[W]e provide financial assistance . . . if you are a resident of the state in which you are seeking care . . . do not have insurance, and your family income does not exceed four times the FPG.” (emphasis added)).

78. See 26 C.F.R. § 1.501(r)–5(b)(2) (stating it is no violation of regulations if the total amount paid by individual and health insurer exceeds AGB, so long as individual’s portion—including co-payments, co-insurance, and deductibles—does not exceed the AGB).

79. See id.

80. See id.

81. See id. § 1.501(r)–1(b)(16) (“Gross Charges, or the chargemaster rate, means a hospital facility’s full, established price for medical care that the hospital facility consistently and uniformly charges patients before applying any contractual allowances, discounts, or deductions.”).

82. Higher chargemaster rates mean greater revenue, though not dollar-for-dollar. See supra note 49.
II. ANALYSIS: THE SOLUTION

It is important to recognize that our healthcare goals are not only to control prices and to provide access to all Americans to basic healthcare, but first and foremost, to develop the best healthcare in the world. The best healthcare is that which can cure or treat the greatest number of diseases and ailments with the greatest success. A thriving free market for healthcare will accomplish our goals with regard to pricing and the development of the best healthcare. The point is that the issue of how to provide access to basic healthcare for low-income populations is separate and distinct from the issue of how to develop the best healthcare. To develop the best healthcare and to control costs, we must enhance the free market for healthcare. Also, a robust free-market economy is the best remedy for poverty and its effects, including lack of access to healthcare.

A. More Price Fixing Will Not Help

There is no question that when hospitals seek to collect their chargemaster rates, they are acting unreasonably and, especially in the case of charitable hospitals, unfairly. But hospitals are also responding predictably—which is to say somewhat reasonably, though certainly not charitably—to existing market forces. The solution is to change the market conditions, such as the current lack of price transparency, that are preventing the free market for healthcare from functioning properly. Price-fixing does not strengthen the free market; it destroys it and replaces it with central planning. Not only does prior experience suggest that this will ultimately fail to control prices, it will also destroy quality.

83. See supra notes 43–48 and accompanying text.
84. See Nation, Wolves in Sheep’s Clothing, supra note 14, at 151–55 (discussing how United States can better its healthcare system).
85. See id. at 151–52 & n.33 (discussing difference between “healthcare system” versus “healthcare”).
86. See id. at 152 n.34 (discussing why free-market system is better for hospitals). I have written before about the dangers associated with incorporating the access goal too tightly with the goal of developing the best healthcare, and I do not want to repeat that work here. See generally id.
87. See id. at 207–09 (“[T]he issue of how to pay for medical care for the poor, while it is not completely unrelated, is best treated as separate and distinct from the issue of how to develop the best medical care at the lowest cost.” (footnote omitted)).
88. See id. at 154–55 (discussing what changes should be made to healthcare market).
89. See supra notes 42–47 and accompanying text.
90. See Nation Chargemaster Insanity, supra note 12, at *6–18 (discussing evolution of higher chargemaster rates).
91. See, e.g., Bai & Anderson, supra note 10, at 925 (discussing policy implications to market failure caused by lack of price transparency).
The United States healthcare market already has too much price-fixing. Government insurers such as Medicaid and Medicare are price fixers. Moreover, they represent a large share of the U.S. healthcare market. Price-fixing, whether in the form of a single-payer system or in the form of full-blown government healthcare, is not the solution because it ignores the real goal: to develop a properly functioning free market for healthcare, because this is the only way to develop the best healthcare.

B. Enhancing the Free Market for Healthcare

Enhancing the free market for healthcare will require the government to work to prevent and reduce market concentration and ensure relatively equal bargaining power of both providers and consumers (or insurance companies as the consumers’ representatives). In addition, a properly functioning free market requires price and quality transparency so that consumers can actively choose the best value in healthcare—that is, the best healthcare at the cheapest price. When consumers have this information, providers are forced to compete in quality and price. This is the essence of a free market, and it is from this that all of its benefits flow.

Other than observing that certain provisions of the ACA are, unfortunately, encouraging concentration in an already overly concentrated provider side of the market, I focus in this Part on how to increase price transparency. It is also important to note that this Article seeks to strengthen the free market for healthcare, and that necessarily includes recognizing that providers should be free to set their prices at any level they wish, with the exception of services provided in the emergency department. However, a properly functioning free market will force them to set reasonable prices.

C. Increasing Price Transparency Using the Common Law of Contracts

One of the most significant problems in the market for healthcare is the lack of price transparency. Patients do not know at the time of contracting how much they are agreeing to pay for the services that will be

---

92. See, e.g., Reinhardt, *U.S. Hospital Services*, supra note 3, at 60 (discussing price setting by Medicare).

93. See Nation, *Wolves in Sheep’s Clothing*, supra note 14, at 186 n.237 (noting that “the [g]overnment is now responsible for paying for more than fifty percent of U.S. healthcare via various programs, principally Medicare and Medicaid”)

94. See supra notes 35–36 and accompanying text (discussing how hospitals hold more financial bargaining power).


96. See *infra* notes 99–123 and accompanying text (discussing how to increase price transparency).

97. See *supra* note 67. For a discussion of contract prices, see *infra* notes 124–33.

provided to them. As a result, it is virtually impossible for patients to compare hospitals based on price. This, in turn, means that hospitals are not forced to compete on price. As mentioned above, it is also important for hospitals to compete on quality, but in the current market environment, it is much easier for patients to get an idea of the relative quality of hospitals than it is for them to get an idea of how much they will be responsible for paying for the services that they receive. My focus here is on increasing price transparency.

Not only is price transparency critical for the proper functioning of the free market, but basic principles of contract law also require that the parties clearly establish the terms of their agreement or, if the court is convinced the parties intended a contract but did not clearly establish some terms, including the price, the court will imply a reasonable price to the contract consistent with the parties' presumed intent. At the heart of the common law requirements for the creation of a contract is its recognition of the freedom of individuals to knowingly and freely enter into enforceable agreements. The problem with healthcare contracts entered into directly with patients is that they are not knowingly and freely entered into with respect to price.

As discussed in more detail in the next Section, courts can now use the common law principles of contracts to rein in the abusive balance-billing practices of hospitals. In this Section, I renew a suggestion I have made previously for regulation that will enhance the functioning of the free market by increasing price transparency. In addition, I recommend here specific patient disclosures designed to ensure healthcare contracts entered into directly with patients are knowingly and freely entered into with respect to price. My recommendation regarding price disclo-

99. See id. (discussing how patients are not aware of full costs of healthcare).
100. See id. at 429 ("[A]s long as hospitals use à la carte pricing based on chargemasters, consumers will not be able to effectively negotiate price.").
102. See infra notes 166–70 and accompanying text (discussing creation of contracts between parties).
103. See infra notes 151–70 and accompanying text (discussing common law of contracts).
104. See supra notes 98–100 and accompanying text.
105. See infra notes 225–32 and accompanying text (discussing how common law contract principles can be used in healthcare).
106. See Nation, Chargemaster Insanity, supra note 12, at *36–44 (discussing proposed solution for cost of healthcare).
sure are similar to Regulation Z\textsuperscript{108} (Regulation Z is issued by the Board of Governors of the Federal Reserve System to implement the federal Truth in Lending Act, which is contained in Title I of the Consumer Credit Protection Act\textsuperscript{109}), which applies to consumer lending and ensures that consumers know and understand the credit terms of the loan they are agreeing to.\textsuperscript{110} Similarly, in the context of healthcare contracts, the government’s role should be to require disclosure of the relevant pricing information.

Requiring the following would be helpful to provide patients with the relevant information they need regarding price to enter into an enforceable contract with a hospital regulation: (1) all providers should be required to adopt the same pricing system, but not the same prices\textsuperscript{111} and (2) a number of disclosures including the following need to be made to the patient prior to the creation of the contract.\textsuperscript{112} First, the patient should be told the total amount that the hospital will charge (including amounts charged to the patient’s insurance or any other third-party payer) for the care to be provided. Second, the patient should be told the maximum amount, in dollars and cents, that the patient will be expected to pay for the services for which they are contracting.\textsuperscript{113} Third, the hospital must disclose the amount, in dollars and cents, that the hospital receives from Medicare for the same services and the average amount the hospital receives from private insurers for the same services.\textsuperscript{114} Fourth, hospitals must tell the patient explicitly that the hospital accepts these amounts, from private and government insurers, as full payment for these services. Fifth, the hospital must disclose explicitly, again in dollars and cents, how much more the hospital is asking the individual patient to pay for these

\textsuperscript{108} Regulation Z is issued by the Board of Governors of the Federal Reserve System to implement the federal Truth in Lending Act, Title I of the Consumer Credit Protection Act, as amended at 15 U.S.C. §§ 1601–1616 (2012).


\textsuperscript{110} See id.; see also Keith T. Peters, What Have We Here? The Need for Transparent Pricing and Quality Information in Health Care: Creation of an SEC for Health Care, 10 J. HEALTH CARE L. & POL’Y 363, 364 (2007) (noting that with proper information healthcare consumers can make rational decisions).

\textsuperscript{111} This is a recommendation that others and I have made before. See Bai & Anderson, supra note 10, at 927 (regarding legislation requiring all reimbursements to be based on the same system such as diagnostic-related groups); Nation, Chargemaster Insanity, supra note 12, at *38.

\textsuperscript{112} See Bai & Anderson, supra note 10, at 925–26 (proposing required price disclosures by hospitals).

\textsuperscript{113} I have previously argued that a reasonable price for medical services is no more than 115% of the Medical reimbursement rate. See Nation, Determining Fair and Reasonable Value, supra note 7, at 460–65.

\textsuperscript{114} See Nation, Obscene Contracts, supra note 3, at 118–19 (discussing how hospitals usually do not collect full amount of charges from government and private insurers).
exact same services. Sixth, the hospital should also inform the patient that it negotiates rates with private insurers and, if the hospital in fact does so, with self-pay patients on a case-by-case basis. Finally, a prominent space should be provided on the disclosure form for the total negotiated price the patient and the hospital have agreed to and the amount of discount received by the patient.

These regulations should be written, similar to Regulation Z, so that a single, consistent, and easy to read and understand form is used by all hospitals to convey this pricing information to the patient. Not only will this type of regulation ensure that patients are knowingly and freely entering into contracts with hospitals, but it would also facilitate the comparison of prices between hospitals by patients. This in turn will result in price control via market forces.

If these disclosures regarding price are not made prior to contracting for any reason, then the court must decide if the parties intended to contract, which would clearly be the case if the patient received any treatment from the hospital, and if a contract was created, the court must provide a reasonable price term for the parties. For example, a hospital may continue to use its price-ambiguous “Authorization for Treatment,” “Statement of Financial Responsibility,” or some other similar open-ended agreement pursuant to which the patient purports to agree to pay for all medical goods and services provided by the hospital at the hospital’s chargemaster prices. But if these open-price agreements were used, the patient would not be liable to the hospital for any more than a reasonable amount as decided by the court. That is, whenever the provider does not make the required disclosures, the court will apply a reasonable price to the contract based on the average price paid for the same services by private insurers plus a modest percentage between 1% and 15%.

As discussed more fully in the next Section, even in the absence of legislation requiring these price disclosures, courts should not interpret typical admission forms signed by patients—such as an “Authorization for Treatment,” “Statement of Financial Responsibility,” or some other similar open-ended agreement, which purport to establish a formula based on the hospital’s chargemaster to arrive at the price the patient has agreed to pay for the services the hospital may provide—as establishing a definite price. Rather, these types of forms have been compared “to a blank

---

115. See id. at 119 (“However, while all patients and payors are billed the ‘full charges,’ the only ones actually expected to pay these charges are those patients without medical insurance.”).
116. This is similar to the disclosure box required by Regulation Z. See supra notes 108–09.
118. See infra notes 121–25 and accompanying text.
119. See supra note 111.
120. See supra note 111.
121. See Nation, Determining Fair and Reasonable Value, supra note 7, at 426–27.
check given by the patient to the hospital with the amount to be unilater-
ally filled in by the hospital at a later date.” 122 This is not at all consistent
with common law contract principles that require parties to knowingly and
freely enter into contracts. 123 As a result, the court should not find that
these writings are binding with respect to establishing the price for the
goods and services provided by the hospital to the patient. 124 Simply put,
under the common law of contracts, the hospitals that fail to fully disclose
relevant pricing information, as discussed above, may recover no more
than the fair market value of the goods and services provided. 125

D. Price Setting Freedom in a Free Market

One of the hallmarks of a free market is freedom of contract. 126 That
is, individual market participants are free to enter into contracts on any
terms that they knowingly and freely agree to within the parameters estab-
lished by the common law. 127 These parameters include requirements
such as capacity and legality, and compliance with normal contract policing
tools such as fraud, duress, undue influence, and unconscionability. 128
Thus, in a free market, businesses are typically free to establish their prices
at any levels they see fit, and potential customers are of course free to
reject prices that they consider to be too high. In order to come to an
agreement, the parties negotiate the terms—including the price—of the
contract.

Because the purpose of the recommendations made here are to
strengthen the operation of the free market, this Article takes the position
that providers of medical goods and services must be free to set their
prices as they see fit. Direct government price controls are not only incon-
sistent with the idea of freedom of contract that underlies the free market;
they also disrupt the functioning of the free market and prevent it from
achieving its ultimate goal of efficient resource allocation. 129 Moreover, a
properly functioning free market will control prices. 130 In addition, as
discussed in the next Section, I argue that the common law of contracts

122. Id. at 427.
123. See infra note 151 and accompanying text.
124. See infra notes 225–32 and accompanying text (discussing application of
contract principles to healthcare).
125. See infra notes 228–34 and accompanying text (discussing how prices
should be set in contracts whether its by parties or courts).
126. See infra notes 151–70 and accompanying text (discussing freedom of
contract).
127. See infra notes 151–70 and accompanying text (same).
128. See infra notes 234–41 and accompanying text.
129. If prices are set too high, the excess profits attract more sellers and in
turn the increased supply cause prices to come down. As a result, the proper level
of resource allocation is achieved and maintained.
130. See supra note 128.
includes sufficient flexibility to allow judges to apply its principles to ensure that hospitals cannot engage in unfair pricing practices.\textsuperscript{131}

The common law of contracts also leaves hospitals and other providers sufficient pricing flexibility to charge extremely high rates to patients who are able and willing to pay them. Commentators as well as hospital administrators often recount the “Arab Sheik” scenario.\textsuperscript{132} This scenario involves an Arab Sheik, invariably extremely wealthy, arriving at the hospital seeking medical services; the Sheik is supposedly able and willing to pay any price that the hospital demands.\textsuperscript{133} Hospital administrators, clearly misunderstanding the common law of contracts, fear that without their exorbitant chargemasters, they would not be able to charge the Sheik an exorbitant, overpriced amount for the hospital’s services.\textsuperscript{134} Why it is acceptable to overcharge a wealthy Arab Sheik, especially in the case of a so-called charitable hospital (which is an implicit assumption in this scenario) is unclear to me. Freedom of contract and the rules established by the common law of contracts allow hospitals to charge any patient any amount the hospital wishes as long as the patient and the hospital freely and knowingly agree.\textsuperscript{135} The frequency with which one encounters the Arab Sheik scenario would seem to suggest that it is quite common, however, even without the advantage of empirical evidence, I am tempted to conclude that it may represent more wishful thinking than reality. In any event, to maintain such a ridiculous and pernicious chargemaster pricing system in the vein hope for the arrival of an Arab Sheik certainly seems to be an example of the tail wagging the dog.

E. The “Just Say No” Approach

Some companies that self-insure for health insurance and their third-party administrators have created health insurance plans that dispense with networks altogether.\textsuperscript{136} Under these direct-pay plans, contracts are not entered into with any providers.\textsuperscript{137} Employees insured under these plans are free to go to any provider they like.\textsuperscript{138} When the bill is presented, the company pays an amount determined to be reasonable

\begin{itemize}
\item \textsuperscript{131} See infra notes 151–241 and accompanying text (discussing how courts can apply common law contract principles to healthcare).
\item \textsuperscript{132} See, e.g., Rosenthal, supra note 37.
\item \textsuperscript{133} See id.
\item \textsuperscript{134} See id.
\item \textsuperscript{135} See infra notes 151–72 and accompanying text.
\item \textsuperscript{137} See id. (“Under ELAP’s main [approach], neither employers nor their claims administrators sign contracts with hospitals.”).
\item \textsuperscript{138} See id. (discussing how individuals can use any provider they choose because there is no network).
\end{itemize}
based on reference to the amounts paid by other payers. For example, the company may reimburse the hospital at the Medicare reimbursement rate plus a percentage, such as 25% or 30%. Hospitals are not required to accept this amount as full payment, because they have not entered into a contract with the company/insurer. Moreover, the hospital may balance bill the patient/employee for the difference between the hospital’s chargemaster amount and the amount paid by the company/employer.

However, the companies that offer such plans and their third-party administrators typically fight such balance-billing efforts on behalf of the employee/patient. The few companies offering such plans report great success so far. One such third-party administrator is ELAP Services, a small benefits consulting firm, based in Chester Springs, Pennsylvania. According to an ELAP spokesperson, when ELAP clients are sued by hospitals in pursuit of balance bills, the company “fights back with lawyers and several arguments. How can hospitals justifiably charge employers and their workers so much more than they accept from Medicare . . . ? How can hospitals bill $30 for a gauze pad? How can employee-patients consent to prices they will never see until after they’ve been discharged?”

ELAP reports that “[e]ventually, ‘overwhelmingly, the providers just accept the payment’ and leave patients alone.” Whether this approach will be upheld in court in hospitals’ balance-billing claims against patients is unknown.

ELAP was named as a defendant in a federal district court case in Georgia, which was decided in 2012 in ELAP’s and the employer’s favor—but the issue in that case was limited to whether the administration of the direct payment plan was consistent with the Employee Retirement Income Security Act (ERISA). The court held that it was, but as the provider was acting in the place of the insured pursuant to an assignment of the insured’s rights to benefits under the plan the case did not involve balance billing. That is, no state law claims, the balance-billing claim would be a contract claim, were part of the proceeding.

139. See id. (“[ELAP] estimate[s] costs . . . based on the hospital’s financial reports filed with Medicare. Then it add[s] a cushion so the hospital [can] make a modest profit.”).
140. See id. (discussing how ELAP fights back when clients are balance billed).
141. See id.
142. See id.
143. See id.
144. Id. (quoting Steve Kelly, Chief Exec. Officer, ELAP).
145. See id. (quoting Steve Kelly, Chief Exec. Officer, ELAP).
146. See, Floyd Med. Ctr. v. Warehouse Home Furnishings Distribs. Inc., No. 4:11–CV–15(CDL), 2012 WL 1438470, at *5 (M.D. Ga. Apr. 25, 2012) (addressing whether charges were “reasonable” and “customary” and whether they were covered).
147. See id. at *5–6.
148. See id. (stating that plaintiff did not “assert[ ] any type of state law claim that was independent of the federal ERISA claim”).
III. WHAT COURTS CAN AND SHOULD DO NOW

Courts can use the common law of contracts to rein in abusive balance-billing practices. As this Part discusses, the common law of contracts is based on the premise that courts will enforce agreements that are entered into knowingly and freely by individuals.\textsuperscript{149} Contracts entered into between healthcare providers and patients are not knowingly and freely entered into with respect to price, and therefore the courts should not


The consideration can be as nominal as a peppercorn for the agreement to be legally enforceable. Courts do not inquire into the distribution of benefits between the parties. This legal fact is deeply rooted in a strong faith in the efficiency of free markets. Individuals do not voluntarily enter into agreements that they expect to make them worse off than before the agreement. If the agreement was made voluntarily, everyone is presumed to have been made better off by the agreement. This presumption can be justified by economic thought which, given a few simple axioms, demonstrates that markets will channel resources to their most valued use and maximize society's wealth when all market participants are permitted to freely make their own decisions. Government intervention cannot improve the allocation of resources and can even impede it. \textit{Id.} at 343–44 (footnotes omitted); see also, e.g., \textit{John D. Calamari \& Joseph M. Perillo, The Law of Contracts} §§ 1.3–1.4, at 4–10 (4th ed. 1998) (discussing freedom of contract and philosophical foundation of contract law respectively).

\textit{Ellsworth Dobbs, Inc. v. Johnson}, for example, involved a real estate broker who found a buyer for the seller. \textit{See} 236 A.2d 843, 846 (N.J. 1967). The seller and buyer entered into a contract for sale, but the contract was never performed due to breach by the buyer. The broker brought suit against the seller, alleging that, based on the express terms of the listing agreement, the commission was earned upon execution of the contract between buyer and seller. The court ruled that any contractual provision in the listing agreement that required the seller to pay the commission even though the buyer of the land was unable to arrange financing and therefore breached the contract of sale, was "so contrary to the common understanding of men, and also so contrary to common fairness, as to require a court to condemn it as unconscionable." \textit{Id.} at 857. In so ruling, the court applied the following reasoning, which is equally applicable to hospital admission contracts:

Courts and legislatures have grown increasingly sensitive to imposition, conscious or otherwise, on members of the public by persons with whom they deal, who through experience, specialization, licensure, economic strength or position, or membership in associations created for their mutual benefit and education, have acquired such expertise or monopolistic or practical control in the business transaction involved as to give them an undue advantage. Grossly unfair contractual obligations resulting from the use of such expertise or control by the one possessing it, which result in assumption by the other contracting party of a burden which is at odds with the common understanding of the ordinary and untrained member of the public, are considered unconscionable and therefore unenforceable.

\textsuperscript{...}

The perimeter of public policy is an ever increasing one. Although courts continue to recognize that persons should not be unnecessarily restricted in their freedom to contract, there is an increasing willingness to invalidate unconscionable contractual provisions which clearly tend to injure the public in some way.

\textit{Id.} at 856, 857 (citation omitted).
enforce the ridiculous prices alleged to be due pursuant to these contracts.150

A. Common Law of Contracts

1. Law of Voluntary Agreements: Freedom of Contract

A contract may be defined as a promise the courts will enforce.151 The concept of freedom of contract, which plays a central role in the law of contracts, reflects the idea that individuals should be free to enter into contracts on any terms they wish.152 There are, of course, limits to the

150. See supra notes 43–48 and accompanying text; see also, e.g., Phoenix Baptist Hosp. & Med. Ctr., Inc., v. Aiken, 877 P.2d 1345 (Ariz. Ct. App. 1994) (denying summary judgment where husband signed admission agreement for wife that purported to make husband as signer personally liable for services provided to his wife, noting that husband may not have understood agreement or felt he had no choice but to sign); Tunkl v. Regents Univ. of Cal., 383 P.2d 441, 447 (Cal. 1963) (rejecting contract with exculpatory clause, noting that patients are in “no position to reject the proffered agreement, to bargain with the hospital, or in lieu of agreement to find another hospital”); Wheeler v. St. Joseph Hosp., 133 Cal. Rptr. 775, 783–86 (Ct. App. 1976) (rejecting agreement to arbitrate, noting that hospital admission agreement “possess[es] all of the characteristics of a contract of adhesion”—contracts offered on a take-it-or-leave-it basis with no realistic opportunity to bargain and such that the goods or services cannot be acquired without agreeing to the terms offered—and that “admission to a hospital is an anxious, stressful, and frequently a traumatic experience” as result patient cannot reasonably be expected to read the printed agreement in detail much less to fully comprehend its terms); St. John’s Episcopal Hosp. v. McAdoo, 405 N.Y.S. 2d 935, 937 (Civ. Ct. 1978) (holding that in emergency admission hospital should not be permitted to enforce contractual obligation entered into under such tension-laden circumstances).

151. See RESTATEMENT (SECOND) OF CONTRACTS § 1 (1981) (“A contract is a promise or a set of promises for the breach of which the law gives a remedy, or the performance of which the law in some way recognizes as a duty.”).

152. See CALAMARI & PERILLO, supra note 149, § 1.3, at 5.

The crux is that as England changed from a relatively primitive backwater to a commercial center with a capitalistic ethic, the law changed with it. As freedom became a rallying cry for political reforms, freedom of contract was the ideological principle for development of the law of contract. In Maine’s classic phrase, it was widely believed that “the movement of the progressive societies has hitherto been a movement from Status to Contract.” Williston adds: “Economic writers adopted the same line of thought. Adam Smith, Ricardo, Bentham and John Stuart Mill successively insisted on freedom of bargaining as the fundamental and indispensable requisite of progress; and imposed their theories on the educated thought of their times with a thoroughness not common in economic speculation.”

In the twentieth century the tide turned away from the nineteenth century tendency toward unrestricted freedom of contract. Today, while the parties’ power to contract as they please for lawful purposes remains a basic principle of our legal system, it is hemmed in by increasing legislative restrictions.

Apart from legislative restrictions on freedom of contract, it seems likely that in the future there will be greater restrictions imposed by courts in the exercise of their function of developing the common law. There has been increasing recognition in legal literature that the bar-
freedom of contract doctrine, which reflect other policy concerns of our legal system.\textsuperscript{153} For example, one cannot enter into an enforceable contract to sell illegal drugs.\textsuperscript{154} However, within the broad parameters established by the legal system, freedom of contract is a fundamental principle of contract law. Moreover, the principle of freedom of contract is consistent with the idea of a free-market economy, and one of the most important functions served by contract law is to facilitate the operation of the free market.\textsuperscript{155} That is, buyers and sellers may use contract law to create agreements on whatever terms they see fit.\textsuperscript{156} In addition, the principle of freedom of contract counsels that the role of the courts is to enforce the agreement created by the parties.\textsuperscript{157} Courts are not to create contracts for the parties, nor are courts required to approve the agreement the parties created, except to ensure that it falls within the broad parameters of contract law principles.\textsuperscript{158} The parties must create their own contracts because it is only through the aggregate interactions (contracts) of market participants that the market can determine the appropriate allocation of resources.\textsuperscript{159}

However, the doctrine of freedom of contract does not mean that the courts do not play a role in the contract formation process; on the contrary courts play a very important role by both establishing and enforcing the rules that must be followed to create a contract.\textsuperscript{160} For example, courts apply these rules to ensure that only agreements knowingly and freely entered into by the parties are enforced.\textsuperscript{161} Courts require that

\textsuperscript{153} See id.
\textsuperscript{154} See id.
\textsuperscript{155} See id.
\textsuperscript{156} See id.
\textsuperscript{157} See id.
\textsuperscript{158} See id.
\textsuperscript{159} See id.
\textsuperscript{160} See id.
\textsuperscript{161} See, e.g., supra note 150.
contracts be knowingly and freely entered into because, to agree, both parties must know what they are agreeing to and voluntarily agree. 162

It is not possible to agree to nothing; similarly it is not possible to agree to allow the other party to charge any amount he wishes. 163 Such terms are not contracts or even agreements—they are the opposite of an agreement; they are simply an exercise of power by the stronger party against the weaker party. 164 The doctrine of freedom of contract allows parties to agree to whatever terms they wish, but it does require that the parties agree. 165 Freedom of contract does not allow for the enforcement of the law of the jungle in the guise of a contract. If one party purports to agree to allow the other party to charge any amount he wishes as the price of the contract, such an agreement is not likely a contract, because it was not likely knowingly and freely entered into. 166 Who would knowingly and freely agree to such a term? No one. Yet, as discussed infra, this is precisely what hospitals claim.

Traditionally courts have required the parties to specifically agree to all necessary terms in order to create a contract. 167 However, modern courts are more willing to supply missing terms for the parties if the court is convinced that the parties in fact intended to enter into a contract even if the words or writings of the parties do not clearly establish all necessary terms. 168 When the court fills in this term, it provides a term that is consistent with the reasonable expectations of the parties. 169 For example, if

162. See supra note 150.
163. See Restatement (Second) of Contracts § 77 (1981) (defining illusory promise as one that furnishes no basis for a contract because of lack of consideration); Calamari & Perillo, supra note 149, §§ 2.1, 2.13, at 25, 73 (discussing mutual assent and indefiniteness respectively).
164. See, e.g., supra note 152.
165. See supra notes 150 & 164.
166. See supra note 150.
167. See supra note 165.

There is an important distinction between cases in which the parties have purported to agree on a contractual provision and have done so in a vague and indefinite manner and cases in which they have remained silent as to a material term or have discussed the term but did not purport to agree upon it. When parties are silent as to a material term, often the reasonable conclusion is that they intended that the term be supplied by implication. Thus, if A and B agree that A will perform a service for B and no mention is made of price, it will be implied that the parties intended that a reasonable price should be paid and received. The same is true if goods are involved. It will be assumed that the parties contracted in terms of a reasonable price which will ordinarily be the market price. Where there is no market price the reasonable price may be determined by actual cost plus a reasonable profit or other means of valuation. Id. (emphasis added) (footnotes omitted); see also Restatement (Second) of Contracts § 204 (1981) (discussing how to supply omitted essential terms).
169. See Restatement (Second) of Contracts § 204 ("When the parties to a bargain sufficiently defined to be a contract have not agreed with respect to a term which is essential to a determination of their rights and duties, a term which is
the court is called upon to fill in the price term of the contract, it will seek
to determine a fair and reasonable price, because this is what reasonable
contracting parties would intend.\textsuperscript{170}

2. *Objective Intent and the Essential Requirements of Contract*

While a contract is a promise the courts will enforce and while all
contracts are promises, not all promises are contracts. The common law
of contracts uses the concept of objective intent and from it has derived
the essential requirements of contract in order to determine which
promises are contracts and which are not.\textsuperscript{171} Objective intent is very dif-
f erent than subjective intent.\textsuperscript{172} Objective intent makes no attempt to
pick the brain of the person whose intent is in question.\textsuperscript{173} Rather, to
determine objective intent, we do not focus at all on the person whose
intent we are trying to determine; we instead focus on a hypothetical rea-
sonable person in the position of the other party—the party interacting
with the person whose intent we are trying to determine.\textsuperscript{174} The law uses
the hypothetical reasonable person to determine the objective intent of
the other person based on the other person’s objective manifestations.\textsuperscript{175}
Objective manifestations are the things done and said—in this context by
the person who’s intent we are trying to determine—that may be per-
ceived by others.\textsuperscript{176} Thus, for contract law purposes, a person’s intent is

\textsuperscript{170} See Restatement (Second) of Contracts § 204 cmt. d (citing U.C.C.
§ 2-305).

\textsuperscript{171} See, e.g., Calamari & Perillo supra note 149, § 2–2, at 24–25 (2d ed.
1977) (discussing objective and subjective intention).

A party’s intention will be held to be what a reasonable man in the posi-
tion of the other party would conclude his manifestations to mean. By
testing the meaning to be given to a party’s words from the point of view
of the reasonable man in the second party’s position, the subjective ele-
ment of this party’s particular knowledge is incorporated into the objec-
tive test. In other words, the test considers what the second party knows
or should know about the intention of the first party.

The objective theory is strongly supported by those who place the
basis of contract law upon the promisee’s justified reliance upon a prom-
ise or upon the needs of society and trade. An objective test is believed to
protect “the fundamental principle of the security of business trans-
actions.” Even those who espouse intention as the basis of contract obliga-
tions are generally willing to hold a promisor to the reasonable meaning
of his words, basing such liability on a theory of negligence, but are in-
clined to wish that the objective theory be held on a short leash, and to
allow subjective intention a high degree of relevance in the resolution of
many contractual issues.

\textsuperscript{172} See id.

\textsuperscript{173} See id.

\textsuperscript{174} See id.

\textsuperscript{175} See id.

\textsuperscript{176} See id.
deemed to be that which is consistent with the perceptions of a hypothetical reasonable person in the other party’s position.177

Using an objective standard to determine intent for contracts provides certainty, which is especially important given the role that contract law plays in facilitating business transactions. Under the doctrine of freedom of contract, whether the parties have entered into a legally enforceable agreement, a contract is and should be based on the intent of the parties involved. However, the intent we are concerned with is their objective intent. As a result, the essential requirements of contract reflect what we would expect hypothetical reasonable people to do if they intended to enter into an enforceable exchange of promises. Specifically, the essential requirements of contract are (1) offer and acceptance, (2) consideration, (3) legal object, and (4) capacity. In particular, the specific requirements for the offer and acceptance reflect the objective intent idea.178

3. **Offer and Acceptance: Knowingly and Freely Agreeing**

In order for an offer to be made, three requirements must be satisfied. The first is intent to contract.179 That is, the person making the offer, the offeror, must indicate a willingness to exchange one thing for another.180 The second requirement is that the terms of the offer must be reasonably definite and certain.181 Not only does this requirement indicate that the parties have fully developed their agreement, it also, as a practical matter, is necessary for the court to determine if a breach has occurred and, if so, the appropriate remedy.182 The third requirement is that the offer must be communicated to the person who is trying to accept it.183

For example, if one party, a new car dealer, says to another, “I would like to sell this car,” and the other party, after test driving the car and fully examining it, says, “I would like to buy it,” no contract has yet been formed, because the parties have not specified the terms of the contract with reasonable certainty. That is, we do not know the price the seller is willing to accept or the price the buyer is willing to pay. Moreover, without this information, it seems unlikely that the parties have actually entered into a contract; rather, they seem to still be in the process of

177. See id.
178. See e.g., id. § 2.1, at 26 (5th ed. 2003) (noting that essential prerequisite to formation of informal contract is agreement—mutual manifestation of assent to same terms).
179. See id.
180. See id. § 2.5, at 31 (citing RESTATEMENT (SECOND) OF CONTRACTS § 2) (specifying that parties must make commitment to do or refrain from doing some specified thing in future).
181. See id. § 2.13, at 75 (noting performances to be rendered by both parties must be reasonably certain).
182. See id.
183. See id. § 2.15, at 78 (adding that generally offeree must know of offer to accept).
negotiation. However, a problem arises where the parties act as though they have a contract, even though their words or writings have not spelled out all of the terms.

In the above example, this situation would be illustrated if the seller had delivered the car to the buyer, and the buyer accepted it notwithstanding the fact that they had not agreed on a specific price. Given the actions of the parties, it is clear that they both thought that they had a contract; why else would the car have been delivered and accepted? However, if the parties cannot agree on a specific price, for example, the seller sends a bill to the buyer, which is higher than the buyer is willing to pay, then a court may be called upon to determine the price. In doing so, the court will seek to determine a reasonable price, one to which reasonable contracting parties would agree. While reasonable people may differ somewhat concerning what constitutes a fair price, the MSRP or manufacturer’s suggested retail price of the car is clearly not a reasonable price because it is set to be discounted and not paid. The same is true of list prices in healthcare except that in healthcare the list price is set much higher as a percentage of reasonable value than in the case of an automobile.

4. Types of Contracts

There are various types of contracts, including express, implied-in-fact, and implied-in-law. All real contracts (as discussed below, implied-in-law contracts are not real contracts) must satisfy the same essential requirements discussed above. The difference between an express contract and an implied-in-fact contract is the way in which the parties create the contract.

An express contract is created by the use of words, either written or oral. For example, a typical type of express contract is an Agreement of Sale for real estate. This contract is formed by words, the words written in the Agreement of Sale and agreed to by the parties as evidenced by their signature at the end of the agreement. An implied-in-law contract is created

184. See supra notes 170–83 and accompanying text.
185. See, e.g., Calamari & Perillo, supra note 149, § 2.18, at 82 (5th ed. 2003).
186. See, e.g., U.C.C. § 2-207(3) (2013) (describing “[c]onduct by both parties which recognizes the existence of a contract”).
187. See id. § 2-207(1)–(2).
188. See supra notes 170–83 and accompanying text.
189. See Calamari & Perillo, supra note 149, § 2.9, at 55 (5th ed. 2003) (discussing that courts fill gaps with terms that “comport[ ] with community standards or fairness and policy”).
190. See id.
191. See supra notes 46–51 and accompanying text.
193. See generally id.
194. See id.
by the actions of the parties. For example, assume that Joe often visits Jane’s Candy Store on his lunch break and usually buys a candy bar for one dollar. One day during his lunch break, Joe visits Jane’s candy store and selects a candy-bar but observes that Jane is busy with a customer and has several other customers waiting. Joe catches Jane’s attention shows her the candy bar and walks out of the store. Based on these facts, Jane and Joe have entered into a contract pursuant to which Joe is legally obligated to pay for the candy bar. The contract is based on the actions of the parties. Specifically, Jane has made an offer by setting up her store, inviting the public to shop there, and placing the candy out for sale. Joe has accepted by taking the candy bar, acknowledging it to Jane and leaving the store. The requirement of consideration is satisfied because the candy is being exchanged for the money. There is nothing illegal about buying and selling candy, and as long as both parties have capacity to contract, all of the essential requirements for a contract have been satisfied and enforceable contract has been formed. In this case, the price, like the other terms of the contract, is established by the conduct of the parties. Specifically, their prior dealings establish one dollar as the price.

Of course, in a free market, Jane is free to change her prices at any time. However, in order for a changed price to become part of the contract, the other party must agree to it. For example, if Jane had decided to raise her prices the night before Joe came into the store, would Joe be bound to pay the new price? The answer depends on whether the parties intended (objectively) the new price to apply. In this case, if Jane had clearly marked the new price on the candy, then the new price would become part of the contract. In other words, if the new price were clearly marked, a reasonable person in Joe’s position would only have taken the candy bar if he were willing to pay the posted price. On the other hand, if Jane had failed to take actions necessary to bring the new price to the attention of a reasonable person in the buyer’s position, then the new price would not apply to the contract.

An implied-in-law contract, also called a quasi-contract, is not a real contract and therefore does not depend upon these essential requirements for its enforceability. The requirements for a quasi-contract are that a benefit has been given by one party to the other, the party receiving

195. See Restatement (Second) of Contracts § 4 illus. 2 (1981).
196. See id.
197. See id.
198. See id.
199. See id.
200. See supra notes 151–83 and accompanying text.
201. See supra note 171.
202. See id.
203. See id.
204. See id.
205. See Calamari & Perillo, supra note 149, § 1.11, at 21.
the benefit has kept it—that is, refused to return it—and the court finds that allowing the party to keep the benefit without payment is unfair. When a court decides that a quasi-contract exists, it will require the benefitted party to pay the amount necessary to remedy the unfairness. A quasi-contract is not a real contract because it is not based on the agreement of the parties; rather it is based on the equitable policy of furthering justice by preventing an unjust enrichment. Moreover, since there is no agreement between the parties, the court has to provide the appropriate amount to be paid. In most real contract cases, the court enforces the amount that the parties have agreed upon.

A fair question at this point is what does all of this have to do with contracting for healthcare? The principles just discussed apply to contracting in general and thus apply to contracting for healthcare. Moreover, some commentators get confused regarding the distinction between implied-in-law contracts and implied-in-fact contracts, especially in the healthcare context. This may be due in part to a very common law school example involving healthcare services.

The law school example involves a doctor, licensed and in good professional standing under the applicable state law, happening upon an injured motorist on the side of the highway who has been in an accident. The injured person is unconscious and in need of medical attention. The doctor provides medical attention and then sends a bill to the patient. May the doctor recover for the services he provided? There is certainly no real contract between the doctor and the patient, since there was never any agreement between them due to the fact that the patient was unconscious. However, under the doctrine of implied-in-law contract, the doctor may recover the fair value of his services from the patient. It is reasonable to assume that most patients in this situation would want the

206. See id. at 22 (describing quasi-contract as “the body of law to which we look for the reallocation of gains and losses between the parties”).
207. See id.
208. See id.
209. See id.
210. See id. at 21.
212. See id. (“A staple law-school hypothetical illustrates the usual function of implied contracts: a physician encounters an unconscious stranger in the street who requires immediate medical attention. The physician promptly gives the stranger the requisite emergency care and later submits a bill for her services. Is she entitled to payment?”).
213. Id.
214. Id.; see also CALAMARI & PERILLO, supra note 149, § 1.11, at 21 (providing similar example).
doctor’s services, and therefore the patient will receive an unjust enrichment unless required to pay the doctor.215

When it comes to the question of how much the doctor should be paid, obviously this cannot be based on the agreement of the parties, so the court must fill in the amount.216 In setting the price, the court uses the fair market value of the services because it is reasonable.217 While this scenario may be relevant to an emergency department situation, it is not directly relevant to the balance-billing context. As discussed in the next Section, in typical balance-billing contracts, there is no question that the parties have entered into an agreement for medical services, pursuant to which the patient expects to pay for the medical services received.218 The problem in the balance-billing context is that the parties have not specifically agreed to a price; hospitals typically require patients to sign some agreement pursuant to which the patient purports to agree to pay for the services received at the hospital’s chargemaster, usual, or customary prices.219 The problem, as discussed above, is that chargemaster prices are not usual or customary; they are exorbitant, grossly unfair, and are set to be discounted rather than paid.220 In other words, in the balance-billing context, it is as though the parties have entered into a contract for medical services but have not specified a price.221

5. Good Faith

The common law recognizes an obligation of good faith in every contract.222 Good faith is generally defined as honesty in fact and the observance of reasonable commercial standards of fair dealing.223 As a result, all parties to a contract must act in good faith in the performance and enforcement of every term of a contract. The obligation to act in good faith strengthens this Article’s conclusion. That is, to pay the hospital based on its chargemaster or similar rates in cases where a patient has agreed by signing a “Statement of Financial Responsibility” or some other open-ended financial agreement at the time of admission to the hospital, the common law requires that this provision be performed and enforced in good faith. Good faith, as noted, requires observance of reasonable commercial standards of fair dealing. As a result, it would be inconsistent

215. See id.
217. See id.
218. See infra notes 227–29 and accompanying text.
219. See supra notes 1–17 and accompanying text.
220. See supra notes 43–48 and accompanying text.
221. See supra notes 178–90 and accompanying text.
223. See id.
with the common law of contracts to allow the hospital to recover based on its chargemaster rates. Rather, the observance of reasonable commercial standards of fair dealing would require that the hospital be permitted to recover no more than a reasonable price for its services.\footnote{224. See supra notes 1–2 and accompanying text.}

B. Contracting for Healthcare

1. Promise to Pay Regular, List, Customary, or Chargemaster Rates

In the balance-billing context, however, hospitals argue that the parties have established a formula to arrive at the ultimate price that the patient will pay for the services provided based on the hospital’s chargemaster, and therefore the court must use this formula to determine the amount the patient owes.\footnote{225. See e.g., Allen v. Clarian Health Partners, Inc., 980 N.E.2d 306, 310–11 (Ind. 2012) (stating chargemaster rates should be used to set contract prices).} But have the hospital and the patient really agreed on a price? The answer is clearly no, as the supposed chargemaster based formula is illusory; all aspects of it remain completely within the control of the hospital.\footnote{226. See, e.g., Rosenthal, supra note 37 (quoting Professor Glenn Melnick) (noting that hospitals may set chargemaster rates at any level they want and set them to “maximize revenue”); see also Nation, Chargemaster Insanity, supra note 12, at *1–18 (same).} The problem of inexact price information at the time of contracting is not unique to the sale of healthcare, but healthcare is the only area in which the parties purport to use a blank check as payment.\footnote{227. See Nation, Determining Fair and Reasonable Value, supra note 7, at 426–32 (describing patient as giving hospital ability to unilaterally determine prices later).} For example, many professionals such as lawyers base their charges on an hourly rate, and it is often not possible to know at the time of engagement how many hours a matter will take. However, unlike the healthcare situation, the hourly rate is agreed to at the time of engagement and cannot be changed unilaterally by the lawyer. In contrast, hospitals often do not provide any price information, a copy of their chargemaster, or any other specific information to the patient at the time of contracting, and worse—hospitals retain the right to change their chargemaster rates at any time.\footnote{228. See Anderson, supra note 3, at 786 (noting that hospitals may change their chargemaster rates at any time).}

This situation with the hospital more closely resembles that of an auto mechanic and a customer, when the customer takes his car to the mechanic because it is having some unspecified problem and the mechanic refuses to give an exact price to repair the car because the mechanic does not yet know how much repair will be necessary. If the car owner and the mechanic agree that the mechanic will work on the car and then determine the price, an express contract has been entered into, even though no specific price was agreed upon. However, the law does not grant the mechanic the right to charge whatever price they will; rather, the
obligation of good faith discussed in Part IV(A)(5) requires that the mechanic exercise discretion to set the price in good faith;\textsuperscript{229} that is, the mechanic must set a commercially reasonable price.\textsuperscript{230} The mechanic cannot charge any more than the fair market value for the work the mechanic has performed. If the mechanic and customer cannot agree as to what a reasonable price is, then the court will set the price.\textsuperscript{231}

Similarly, in the case of contracting for healthcare, the court must step in and provide the price for the parties since it is clear—based on both the conduct and words of the patient and the hospital—that they intend to have a contract. The court should reject the hospital’s claim that it should be free to calculate the price, based on its elusive and ever-changing chargemaster rates, and should, consistent with the common law principles of contract, imply a term into the contract that requires the patient to pay a reasonable price for the services received.\textsuperscript{232}

2. Patients Required to Pay Prior to Treatment

Where the hospital requires an upfront payment of all, or a certain percentage of the overall amount that the patient will be liable for, the parties have effectively established a specific price for the services that will be provided by the hospital. In this case, usually there is still a good argument that under contract law principles, the patient should be liable for no more than the reasonable value of the services received. This argument focuses on the common law requirement that contracts be knowingly and freely entered into.\textsuperscript{233} Chargemaster prices are simply unreasonable; no reasonable person would knowingly and freely agree to pay such exorbitant rates.\textsuperscript{234} That is, if the hospital had informed the patient that they were being asked to pay at least 2.5 times the amount that in-network patients pay and that the hospital gladly accepts this lower amount as full payment for the same exact services, no reasonable patient who had a choice would agree to pay the exorbitant chargemaster rates.\textsuperscript{235} As a result, a good argument also remains that an agreement to pay chargemaster prices is unconscionable.\textsuperscript{236} That is, the patient either did not make an informed choice to pay these prices or the patient had no

\textsuperscript{229. See supra notes 224–26 and accompanying text.}
\textsuperscript{230. See supra notes 169–74 and accompanying text (discussing implied contracts that rely on reasonable terms).}
\textsuperscript{231. See Restatement (Second) of Contracts § 204 (explaining courts infer terms such as price that are reasonable under circumstances).}
\textsuperscript{232. See infra notes 240–62 and accompanying text.}
\textsuperscript{233. See supra notes 150–92 and accompanying text.}
\textsuperscript{234. See supra notes 43–48 and accompanying text.}
\textsuperscript{235. See Bai & Anderson, supra note 10, at 923 (noting that in 2012 on average U.S. hospital charges were 3.4 times Medicare-allowable cost); see also supra notes 43–48 and accompanying text.}
\textsuperscript{236. See Nation, Obscene Contracts, supra note 3 (arguing that contracts with hospitals pursuant to which patients purportedly agreed to pay chargemaster rates are unconscionable).}
choice but to agree. If the patient did not have the ability to acquire the services elsewhere, the contract is procedurally unconscionable, and because the chargemaster rates are grossly unfair, the contract is also substantively unconscionable.\textsuperscript{237} Thus, the contract should not be enforced.\textsuperscript{238} Other common law theories might also be applicable in this context, including fraud in the inducement or undue influence. Ultimately, what gives all of these arguments strength is the truth of the basic facts underlying the transaction. Specifically, chargemaster prices are exorbitant and unfair and no sane person properly informed would agree to pay them.

3. \textit{Determining the Reasonable Price of Healthcare}

I have written previously and in detail about how courts should determine the reasonable price for healthcare.\textsuperscript{239} It is sufficient here to note that I strongly support using, when possible, a price set by the free market as a basis from which to establish the reasonable price. When this is not possible, it may be necessary to alternatively use the Medicare price as a basis.

4. \textit{Rejecting Usual, Customary, and Necessary}

How do we determine the fair and reasonable price for healthcare? Hospitals would prefer to frame the question in its traditional manner: what is the usual and customary charge for the necessary medical services provided? Hospitals, of course, answer this question with reference to their chargemasters. They support this argument with a deceptive statement that “all patients are billed chargemaster rates,” and therefore those rates are their usual and customary rates.\textsuperscript{240} However, while all patients may be \textit{billed} chargemaster rates, all patients are not expected to and do not in fact \textit{pay} chargemaster rates.\textsuperscript{241}

Moreover, the hospital knows, accepts, and plans on treating the majority of its patient’s pain on less—\textit{much less}—than chargemaster rates.\textsuperscript{242} Chargemaster rates are a fiction, they are not set to be paid; they are set to be discounted.\textsuperscript{243} Statements by hospital administrators to the contrary are disingenuous. Once the relevance of chargemaster rates are rejected, then the question can be phrased properly: what is the value established by the market of the services provided by the hospital? In other words, what is the fair market value of the services the hospital has provided? Thus, the focus is on what is actually paid and accepted for the services.

\textsuperscript{237} See id. at 128–32 (discussing cases in which courts did not enforce excessive hospital bills).
\textsuperscript{238} See id. at 132–34.
\textsuperscript{239} See generally Nation, Determining Fair and Reasonable Value, supra note 7.
\textsuperscript{240} See id. at 430.
\textsuperscript{241} See id.
\textsuperscript{242} See id.
\textsuperscript{243} See id.
and not on some phantom chargemaster-based billed charges that very few ever pay and that no one should be expected to pay.244

5. Prices Based on Fair Market Value

The fair and reasonable value of medical expenses must be based on the usual amount actually paid to the provider, not by the amount billed by the provider.245 A hospital invoice of itemized billed charges at chargemaster rates is, when it comes to measuring fair value, a complete fiction and should not be used by courts or others to establish the fair and reasonable value of medical services.246 Hospitals engage in price discrimination. They charge different amounts to different patients for the same exact services, depending upon the identity of the party paying the bill.247 Government insurers pay the least, private insurers pay more, and self-pay patients, including individuals with private insurance that receive balance-bills, pay the most.248 As a result of the perceived unfairness of this price discrimination, some commentators have called for an all-payer system.249

Under an all-payer system, various methods may be used to arrive at a particular price for a good or service.250 For example, the government may set prices or each hospital may set its own price. However, regardless of how prices are set, once they are set, the price must be posted for public view and must apply to all patients without discrimination.251 Although I recognize that it is unfair to allow hospitals to charge any patient chargemaster rates, I have argued against all-payer systems, because a part of what appears to be price discrimination is really market-driven discounting designed to purchase value from specific buyers.252 Because of this, imposing an all-payer system would be disruptive to the market and create inefficiency.253

Hospitals charge lower rates to insurers because insurers provide certain benefits to hospitals.254 These benefits include an increased volume of business through access to patients who are insured by the insurance company, assurance of quick and full payment of discounted charges from the insurance company, as well as marketing and advertising benefits that result from being listed as “in-network” by the insurance company.255

244. See id.
245. See id. at 457–65 (arguing that amount should be “determined by the lowest amount the hospital/provider accepts as full payment from government or private insurers”).
246. See id. at 446–57 (detailing hospital pricing and relationship to insurers).
247. See id.
248. See id.
249. See id.
250. See id.
251. See id.
252. See id.
253. See id.
254. See id.
255. See id.
These benefits are valuable to hospitals and result in a portion, but only a portion, of the discount from chargemaster rates that private insurers receive. It is likely that the most important of these benefits to hospitals is the increased volume of business that results from entering into a contract with a large insurer. After all, any patient who pays with a credit card provides an assurance of payment similar to that provided by the insurance company. Hospitals reason that because individuals do not bring the extra benefits such as an increased volume of business, which insurance companies bring to hospitals, individuals should pay more than the amount paid by insurers.

The best way for courts and others to determine the fair and reasonable value of medical services is to start with the average amount the hospital would be paid by private insurers and then add to this an amount between 10% and 15% to account for the value of the benefits private insurers provide to hospitals. It is important to note that the system I recommend, while it may be described as a form of price-fixing, is different than a government-controlled, all-payer system. The formula I suggest to determine a fair and reasonable price is based on a price freely set by the market. No individual market participant, provider or insurer, may control the base. Encouraging a freer and more transparent market for the sale of healthcare is the only approach that will result in appropriate pricing while simultaneously encouraging the development of the best healthcare in the world. More price-fixing will only make the problem worse.

IV. Conclusion

The chargemaster rates set by hospitals are exorbitant because they are set to be discounted and not paid. As a result, it is grossly unfair to enforce these rates against any patient; this is why balance billing is such a pernicious problem. There are many reasons for the development of exorbitant chargemaster rates, but the most important reason they continue to cause problems is a lack of price transparency in contracting for healthcare. Regulation, as suggested in this Article, to provide price transparency and make sure that patients knowingly and freely agree to the price term in contracts for healthcare would help to eliminate the chargemaster/balance-billing problem.

256. See id.
257. See id.
258. See id. at 460–65 (suggesting method to determine “fair and reasonable value of medical services”); see also Anderson, supra note 3 (developing another method).
259. See Nation, Determining Fair and Reasonable Value, supra note 7 (explaining how method takes supply and demand principles into account).
260. See id.
261. See id.
However, courts can and should begin now to rein in the balance-billing problem. As this Article explains, the common law of contracts provides the necessary tools for courts to use to enforce fair and reasonable prices in contracts for healthcare. When an individual contracts with a hospital for healthcare, courts should use these common law tools to ensure that the patient is not liable to pay any more than a fair and reasonable price for the services received. Moreover, a fair and reasonable price should be based on the average amount the hospital receives from private insurers for the services provided to the patient.
MOVING BEYOND BITCOIN TO AN ENDOGENOUS THEORY OF DECENTRALIZED LEDGER TECHNOLOGY REGULATION: AN INITIAL PROPOSAL

CARLA L. REYES*

INTRODUCTION

The world is captivated by the emergence of decentralized ledger technologies1 such as the blockchain2 and their increasingly widespread use to facilitate everything from decentralized payments3 to a decentral-

---

1. This Article uses the terms decentralized ledger technology or decentralized ledger technologies to refer broadly to distributed network technology that (1) enables users to upload programs and to leave the programs to self-execute; (2) maintains a permanent and public record (ledger) of the current and past states of every program; (3) is decentralized; (4) uses public key cryptography for authentication; and (5) uses economic incentives to ensure that the network maintains the technology. See Vitalik Buterin, Visions, Part I: The Value of Blockchain Technology, ETHEREUM BLOG (Apr. 13, 2015), https://blog.ethereum.org/2015/04/13/visions-part-1-the-value-of-blockchain-technology/ [https://perma.cc/F3RB-E4TA]. The term decentralized ledger technology as used in this Article is therefore broad enough to encompass the blockchain that underlies the bitcoin payments application, which is currently receiving incredible attention, but is not so narrow as to exclude other forms of the technology or other practical applications other than payments. The term therefore intends to capture other distributed technology—such as Ripple and Ethereum—and is not intended to reference any one application of the technology.

2. The “blockchain” is the decentralized ledger technology that powers the payments application known as bitcoin. At a high level, the blockchain “combines” peer-to-peer networks, cryptographic algorithms, distributed data storage, and a decentralized consensus mechanisms [sic] to “provide( ) a way for people to agree on a particular state of affairs and record that agreement in a secure and verifiable manner.” Aaron Wright & Primavera De Filippi, Decentralized Blockchain Technology and the Rise of Lex Cryptographia 4–5, 5 & n.15 (Mar. 12, 2015) (unpublished manuscript), available at https://www.intgovforum.org/cms/wks2015/uploads/proposal_background_paper/SSRN-id2580664.pdf [https://perma.cc/K7HM-4GG7].

3. Although bitcoin, the decentralized virtual currency that may be exchanged through the blockchain, is currently receiving the most widespread attention, bitcoin itself is simply one payments-related application of the underlying technology. It is worth noting here that this Article adopts the term decentralized virtual currency to refer to decentralized payments applications because that term is now commonplace in the industry. However, the term decentralized virtual currency itself was somewhat controversial just several years ago. Decentralized virtual currency only became widely adopted as a term after the U.S. Department of Treasury’s Financial Crimes Enforcement Network (FinCEN) released its guidance on virtual currencies on March 18, 2013. In that document, FinCEN defined decentralized
ized Internet of Things. Software developers, start-up companies, and venture capitalists all jubilantly declare the efficiency-maximizing, cost-reducing, and accessibility-enhancing characteristics of decentralized cryptographic technologies. Academics predict that the blockchain and

---

"virtual currency" as "virtual currency (1) that has no central repository and no single administrator, and (2) that persons may obtain by their own computing or manufacturing effort." U.S. DEPT OF TREASURY, FINCEN, ADMIN. RULING, FIN-2013-G001, APPLICATION OF FINCEN’S REGULATIONS TO PERSONS ADMINISTERING, EXCHANGING, OR USING VIRTUAL CURRENCIES 5 (2013) [hereinafter FINCEN, VIRTUAL CURRENCY GUIDANCE], https://www.fincen.gov/statutes_regs/guidance/pdf/FIN-2013-G001.pdf [https://perma.cc/49PB-SU55]. Without assuming its accuracy, this Article adopts FinCEN’s definition of decentralized virtual currency.


5. For example, the Open Mustard Seed Framework, being developed by ID3, combines blockchain technology with other decentralized technology with the intent "to provide a powerful new self-deploying and self-administering infrastructure layer for the Internet, which gives individuals control over their identities and their data, and which enables the formation and self-governance of Decentralized Autonomous Organizations, Authorities, and Enterprises for the creation and exchange of ‘digital assets.’" Open Mustard Seed (OMS) Framework, ID3, https://idcubed.org/open-platform/platform/ [https://perma.cc/R7G9-FA63] (last visited Feb. 28, 2016).


Bitcoin is the first practical solution to a longstanding problem in computer science called the Byzantine Generals Problem. . . .

The practical consequence of solving this problem is that Bitcoin gives us, for the first time, a way for one Internet user to transfer a unique piece of digital property to another Internet user, such that the transfer is guaranteed to be safe and secure, everyone knows that the transfer has taken place, and nobody can challenge the legitimacy of the transfer. The consequences of this breakthrough are hard to overstated.

Id.

8. See BRIAN KELLY, THE BITCOIN BIG BANG: HOW ALTERNATIVE CURRENCIES ARE ABOUT TO CHANGE THE WORLD 163 (2015) ("Decentralization places the economic power into the hands of the citizens and removes many of the regulations that prevent capitalism from functioning efficiently.").

9. See J. ANTHONY MALONE, BITCOIN AND OTHER VIRTUAL CURRENCIES FOR THE 21ST CENTURY 47 (2014) ("Because there is no third party intermediary, Bitcoin transactions are substantially cheaper and quicker than traditional payment methods.").

10. See id. ("It has been estimated that half of the adults worldwide are unbanked due to barriers such as high costs, physical distance, and lack of infrastruc-
Under the weight of various historical indicators and in the wake of significant recent events, regulators adopted an increasingly aggressive approach to enforcing existing regulations against the drastically new, different, and emerging technology. The resulting barriers to entry and climate of legal stigma are stifling the nascent decentralized technology industry and preventing further innovation. In response, the decentralized virtual currency industry and other businesses interested in exploring the potential uses of decentralized technologies in commerce call for self-regulation. Current literature, for its part, suggests a variety of regulatory models with each approach varying in light of the characteristics of the underlying technology that the commentator suggesting the model considers to threaten the most potential harm.

History intimates that the self-regulatory approach is unlikely to sufficiently resolve the market failures that will ultimately allow illicit and fraudulent uses of decentralized technologies to occur. Meanwhile, the regulatory approaches suggested in the literature each impose a new regulatory barrier to entry even while trying to alleviate the inefficiencies of the

---


21. Prior to the announcement of the Virtual Currency Guidance, state regulators remained silent about the potential for their existing laws to regulate decentralized virtual currency. The federal action seemed to spark a wave of activity at the state level as well. In fact, the state regulatory barriers to entry are now so high that they prevent even established players, such as Coinbase Inc., from entering all markets. See Jamie Redman, Coinbase to Stop Service in Wyoming Due to ‘Impractical’ Regulations, COINTELEGRAPH (June 4, 2015), http://cointelegraph.com/news/114470/coinbase-to-stop-service-in-wyoming-due-to-impractical-regulations [https://perma.cc/7ZKG-A9GM].


current landscape. This Article suggests a different approach, one designed to encourage organic regulation that both addresses potential market and governance failures and takes into account the unique nature of the technology at issue.

This Article lays the foundation for adopting an endogenous theory of decentralized technology regulation. Drawing on theories of endogenous economic regulation, endogenous development, and functional financial regulation, this Article proposes that decentralized technologies, including the blockchain technology underlying decentralized payment systems such as bitcoin, are robust enough to support a theory of endogenous, technology-assisted regulation. Specifically, when this Article proposes an endogenous theory of regulation, it suggests that regulators undertake the dual task of enacting a law or regulation via statute and then implementing that statute through code by engaging in an iterative and cooperative process with the technologies’ core developers and with consensus from the network, so that regulation is endogenously incorporated into the decentralized ledger technology and the applications running on top of the technology.

This Article makes the case for such an approach in five parts. Part I briefly introduces the decentralized ledger technology ecosystem, setting the stage for the rest of the Article by focusing on the protocol layer before addressing applications that might run on the protocol, such as bitcoin payments. Part II examines the current regulatory landscape, describing the “law lag” experienced by the decentralized ledger technology ecosystem and evaluating whether the choice between ex ante and ex post regulation is contributing to the lag. In light of the technology, its present uses, and the current regulatory landscape facing those uses, Part III proposes a set of criteria for constructing a regulatory framework for decentralized ledger technology and evaluates the alternative regulatory approaches that have been considered to date in light of those criteria. Ultimately, Part III identifies a regulatory lacuna common to both the present landscape and the alternative proposals presented in the literature. Part IV synthesizes an endogenous theory of decentralized ledger technology regulation from concepts found in economic regulation, international development, comparative law, and financial regulation literature.

In particular, Part IV argues that the regulatory approach with the potential to fulfill a majority of the criteria to a high degree is an endogenous, or functional, approach that simultaneously governs from within and without, and sidesteps the ex ante/ex post regulatory dichotomy by building compliance into the protocol as regulation-through-code. Linking the endogenous regulatory approach to the academic discourse re-
Regarding Lawrence Lessig’s concept of code-as-law, this Article proposes regulation that is endogenous at two levels: (1) as an iterative and cooperative process requiring participation of both regulators and industry actors approaching regulation design from a functional perspective and (2) as regulation implemented literally from within the decentralized ledger system as part of its operative code. Recognizing certain practical and theoretical challenges to implementing this endogenous theory, this Article concludes by identifying areas for further research and suggesting ways that successful implementation could disrupt core aspects of regulatory theory.

I. The Decentralized Ledger Technology Ecosystem: A Brief Introduction

Commentators often compare the technical development and stages of public adoption of bitcoin to the development of the Internet. The reality, however, is that the technical development and public adoption of bitcoin is better compared to the development and adoption of Internet Explorer or Apple TV (both of which are applications that run on the underlying Internet technology), while the development and adoption of the blockchain is akin to that of the Internet. Bitcoin is simply one application, a payments application, of the blockchain technology on which it runs. Further, the blockchain is just one of a variety of similar technologies often referred to as decentralized public ledgers or trustless public ledgers. Because failure to appreciate these distinctions constitutes a core element in the regulatory difficulty facing entrepreneurs integrating decentralized ledger technology into their products and services, a brief introduction to the varied technology that makes up the decentralized ledger ecosystem, including decentralized public ledgers such as the blockchain, decentralized payments applications such as bitcoin, and other decentralized applications of the technology is warranted. As the
ultimate goal of this Article is to flesh out the initial contours of a regulatory approach that operates as organically and fluidly as the technology itself, this Section begins with an examination of decentralized ledgers and then describes various applications of that technology, such as bitcoin. This Section sets the tone for the regulatory approach ultimately proposed (which focuses on regulating the decentralized ledger technology, rather than the applications of that technology) and develops a common language for use throughout the rest of the Article.

A. Decentralized Ledger Technologies, Including the Blockchain

Decentralized ledger technologies “combin[e] peer-to-peer networks, cryptographic algorithms, distributed data storage, and [ ] decentralized consensus mechanisms” to enable “people to agree on a particular state of affairs and record that agreement in a secure and verifiable manner.” In other words, decentralized ledger technologies create “online lists, maintained by no one and available to everyone, [and] are maintained by a consensus protocol.” In the case of bitcoin, the decentralized public ledger is referred to as the blockchain. The blockchain is “a chronological database of transactions recorded by a network of computers,” which is encrypted and broken into smaller sets of aggregated transactions called “blocks.” A block is often described as “a container data structure,” that groups transactions, marks them with a timestamp, and connects them to the previous block in the blockchain. A new block of aggregation has already been eloquently undertaken by others. Instead, this Section explains the components of the decentralized ledger technology ecosystem that are important to understand before attempting to undertake the regulatory enterprise.

29. Wright & De Filippi, supra note 2, at 4, 5.
31. See Malone, supra note 9, at 35; Paul H. Farmer, Jr., Note & Comment, Speculative Tech: The Bitcoin Legal Quagmire & the Need for Legal Innovation, 9 J. Bus. & Tech. L. 85, 88–89 (2014) (“The Bitcoin peer-to-peer network that allows for miners to generate Bitcoins also serves as a public ledger for all Bitcoin transactions. A timestamp server records the time of creation of each Bitcoin and any other Bitcoin transaction within the network. The full record of transactions is called a block chain, a sequence of records composing a virtual ledger.” (footnotes omitted)).
32. Wright & De Filippi, supra note 2, at 6 (citation omitted); see also Paul Vigna & Michael J. Casey, The Age of Cryptocurrency: How Bitcoin and Digital Money Are Challenging the Global Economic Order 124 (2015) (“The blockchain doesn’t live on a single computer or server but . . . is shared around that community of computer owners, or nodes.”).
33. Wright & De Filippi, supra note 2, at 6 (quoting Blockchain, Bitcoin Found. Wiki, https://en.bitcoin.it/wiki/Block_chain (last visited Mar. 1, 2015)) (internal quotation marks omitted); see also Malone, supra note 9, at 35.
35. See id. at xix; Wright & De Filippi, supra note 2, at 7.
gated transactions will only be added to the ledger after “the computers on the network reach consensus as to the validity of the transaction.”

In the case of bitcoin, the method for reaching consensus is referred to as mining, a process of solving complex mathematical problems to validate the block. Mining is an example of a proof-of-work consensus model. A proof-of-work consensus model “require[s] the client requesting the service prove that some work has been done” in order to process the request. Other decentralized ledger technologies employ different consensus models. For example, the Ripple protocol, a shared, public, distributed database, validates transactions by creating a candidate list of transactions that is distributed to and voted on by a subset of trusted nodes, called the “unique node list.” The candidate set of transactions is validated and becomes part of the permanent, authoritative ledger once the “voting of server nodes reaches a consensus of 80% . . . .”

36. Wright & De Filippi, supra note 2, at 7; see also Fairfield, BitProperty, supra note 13, at 814 (“The Bitcoin protocol creates a ledger out of a series of groups of transactions, termed simply ‘blocks,’ which as a whole form a log of all transfers, termed the ‘block chain.’ The block chain is not maintained by any single entity, but instead relies on a mathematically innovative consensus model.” (footnote omitted)).

37. See Antonopoulos, supra note 34, at xx (describing miner as “[a] network node that finds valid proof of work for new blocks, by repeated hashing”); Malone, supra note 9, at 36.

38. See Pedro Franco, Understanding Bitcoin: Cryptography, Engineering, and Economics 101 (2015) (“To secure the blockchain—the distributed transaction database—Bitcoin requires proof-of-work to be performed on blocks of transactions following the Solution-Verification protocol.”).

39. Id. at 100; see also Antonopoulos, supra note 34, at xx (defining proof-of-work as “[a] piece of data that requires significant computation to find. In bitcoin, miners must find a numeric solution to the SHA256 algorithm that meets a network-wide target, the difficulty target.”); Wright & De Filippi, supra note 2, at 7 n.29 (citing Joseph Bonneau et al., SoK: Research Perspectives and Challenges for Bitcoin and Cryptocurrencies, 36 Security & Privacy (IEEE, San Fran., Cal.), May 18–20, 2015, available at www.jbonneau.com/doc/BMCNKF15-IEEESP-bitcoin.pdf.) (“The Proof of Work consensus mechanism requires that certain computers on the network (colloquially referred to as a [sic] ‘miners’) solve computationally-intensive mathematical puzzles, while others verify that the solution to that puzzle does not correspond to a previous transaction.”).


42. Blundell-Wignall, supra note 41, at 15; see also Schwartz et al., supra note 41, at 4. At least one commentator has referred to this approach as a “Byzantine agreement system;” however, the creators of the Ripple protocol do not themselves adopt that terminology. See generally David Mazieres, Stellar Dev. Found., The Stellar Consensus Protocol: A Federated Model for Internet-Level Consensus (2015) (draft), available at https://www.stellar.org/papers/stellar-consensus-
consensus model, “voting rights depend on the amount of resources (e.g., a virtual currency) held by every computer connected to the network.” Researchers are presently pursuing the development of other consensus models as well.

Regardless of the consensus method used, these decentralized public ledgers all share key qualities that make the technology revolutionary: they are distributed, run on peer-to-peer networks, and offer a public, permanent record management system “that does not require trust in other parties or in a central list authority, and is robustly resistant to falsification,” employing known technology. The technologies are also generally open-source and non-proprietary, meaning that no single person or entity controls the decentralized public ledgers. Rather, the technology was developed, and is maintained and updated “by a worldwide collaborative community of volunteer programmers.” The community can make improvements to the underlying code and alter the function of the blockchain protocol by proposing the code change and obtaining network consensus.

B. Decentralized Applications, Including Bitcoin and Smart Contracts

There are a variety of applications for decentralized public ledger technologies such as the blockchain. Currently, the most well-known of those applications is decentralized virtual currency. Bitcoin is the decentralized virtual currency that runs on the blockchain. “Bitcoins are computer files, similar to an mp3 or a text file and can be destroyed or lost just...
like cash.” Just as an mp3 file can be stored either locally on the owner’s computer or remotely through a cloud service, bitcoins can be stored either on the owner’s computer or with an online service, called a wallet provider or an exchange. When bitcoin owners refer to storing their bitcoins in a “wallet,” the reference is to the public-key encryption technique used to secure bitcoins and bitcoin transactions.

Specifically, a wallet is made of two mathematically related keys: a private key and a public key. The public key is the outward facing destination address of the wallet, like a bank account number or an email address. The private key functions as a PIN to a bank account or a password to an email address. To execute a transaction, bitcoin owners use their private key to authorize the transfer of bitcoin to the public address representing the recipient’s wallet. The total amount of bitcoins is capped at 21 million, and as a scarce resource with no government-affixed price, the value of an individual bitcoin is set by market forces. Other decentralized virtual currencies run on other protocols layered on top of the blockchain or run as payments applications on other protocols.

51. See id.
52. See id.
53. See id. at 117.
54. See id.
55. See id. For a more complete description of how wallets are created, bitcoins are stored, and transactions are signed using the public-private key encryption pair, see Sarah Gruber, Note, *Trust, Identity, and Disclosure: Are Bitcoin Exchanges the Next Virtual Havens for Money Laundering and Tax Evasion?*, 32 QUINNIPAC L. REV. 135, 141–45 (2013).
57. See id.
58. See id. at 445; see also Reuben Grinberg, *Bitcoin: An Innovative Alternative Digital Currency*, 4 HASTINGS SCI. & TECH. L.J. 159, 160 (2012) (“Bitcoin is a digital, decentralized, partially anonymous currency, not backed by any government or other legal entity, and not redeemable for gold or other commodity.”).
60. The Ripple Protocol, for example, allows users to transfer “Balances,” which represent fiat currency deposited with a gateway. Ripple describes it as follows:
Smart contracts represent another application of decentralized public ledger technology that is beginning to garner attention. Smart contracts can be thought of as self-executing transactions, or as “automated programs that transfer digital assets within the block-chain upon certain triggering conditions . . . .”61 IBM has demoed a working prototype of a washing machine that orders its own detergent using the smart contracting applications of distributed ledger technology.62 In practice, entrepreneurs rely on decentralized ledger technology, including the smart contracting features of that technology, to create decentralized marketplaces,63 decentralized crowdfunding applications,64 and distributed securities.65 The more theoretical potential applications for distributed ledger technology include independently wealthy software,66 zero-member LLCs,67 and decentralized autonomous organizations,68 among others.

Despite the potentially broad applications of decentralized ledger technology, regulatory efforts predominately center on payments applica-
tions of decentralized ledger technologies, including bitcoin. Unfortunately, “[t]he danger is that this could imperil innovations built on top of the [blockchain] that do not fit a financial services model.”\(^69\) Indeed, such regulation has already made it more difficult for companies integrating decentralized ledger technologies into their products and services to obtain and maintain banking relationships that enable the company to function;\(^70\) enter certain markets within the United States;\(^71\) and develop alternative use cases for the technology without fear of inadvertently violating financial services laws.\(^72\) To understand why the current regulatory landscape is marked by such dedication to taming bitcoin to the exclusion of all other uses of the technology, it is important to know the regulatory history of virtual currency generally.

II. THIS PRESENT DARKNESS: DECENTRALIZED LEDGER TECHNOLOGY REGULATION IN A CENTRALIZED AGE

At its core, the regulatory enterprise involves creating appropriate incentives to coax desired behavior out of market actors to address externalities otherwise naturally caused by the pursuit of maximizing private interests.\(^73\) The ever-present dilemma of regulators involves whether to offer the incentive before (ex ante) or after (ex post) the activity at issue takes place.\(^74\) In the context of the decentralized ledger technology ecosystem, determining which incentives to present and when to present them is further complicated by the “law lag,” a term often used in law and technology literature to refer to the circumstances in which “existing legal provisions are inadequate to deal with a social, cultural or commercial context created by rapid advances in information and communication technology . . . .”\(^75\) This Section evaluates the present state of decentral-

---

69. Fairfield, *BitProperty*, supra note 13, at 830 (citation omitted).
71. See Redman, supra note 21.
ized technology regulation in the United States. Despite the robustness of decentralized public ledger technology and its myriad potential uses, regulatory activity to date has focused on the decentralized virtual currency applications of such technology, with most prominent attention directed at bitcoin. This focus is partially explained by the fact that decentralized virtual currencies are the first and most widely adopted use of the underlying technology, receiving extensive media coverage and venture-capital attention. However, a full understanding of the present regulatory focus on decentralized virtual currency can only be achieved by looking at the recent regulatory history. To that end, this Section offers a brief overview of the regulatory developments in the decentralized ledger technology ecosystem to date.

This Section begins in the same spot in which regulators found themselves when bitcoin and the blockchain were introduced in 2009: addressing anti-money laundering and other criminal activity in the centralized technology context, including centralized virtual currencies. This Section then examines how regulators have attempted to apply the same regulatory lessons and policy priorities prevalent in the centralized context to decentralized ledger technology regulation. At each step, this Section considers the extent to which efforts are proceeding ex ante or ex post and queries whether preferences for one over the other vary in light of industry developments at the time. This Section concludes by examining the impact of the current regulatory landscape on the decentralized ledger technology industry and attempts to identify the regulatory gaps that leave actors in the industry facing regulatory uncertainty and railing against their very real experience with law lag.

A. The Backdrop: Regulating Centralized Technology

The largest virtual currency-related legal development before the open-sourced bitcoin protocol was released in 2009 was the prosecution of E-Gold, Ltd. (E-Gold). E-Gold was a centralized virtual currency allegedly backed by physical gold reserves. E-Gold users could register for an account using an email address without verification of any identifying information. As a result, E-Gold accounts existed under names such as “Mickey Mouse,” “Anonymous Man,” “bud wieser,” and “No Name.” The E-Gold currency and the E-Gold platform became popular among criminals and money launderers, prompting various law enforcement ac-


77. See Christopher, supra note 76, at 24.

78. Id. (internal quotation marks omitted); see also Middlebrook & Hughes, supra note 76, at 824 (internal quotation marks omitted).
tions between 2005 and 2008. Regulatory and enforcement activity after E-Gold remained publically quiet until 2013, but it is clear that law enforcement did not remain inactive. For example, the FBI authored an intelligence assessment, dated April 24, 2012, assessing the challenges faced in deterring illicit activity undertaken through the use of bitcoin. The assessment evidences an initial shift in enforcement, from sole focus on centralized virtual currencies to a growing awareness of the unique regulatory and enforcement challenges posed by decentralized virtual currencies.

Then, nearly one year later, the federal government publicly unleashed the full weight of the quiet regulatory consideration it had been directing at decentralized virtual currencies. In March 2013, the Financial Crimes Enforcement Network of the United States Department of the Treasury (FinCEN) issued guidance on the application of the Bank Secrecy Act and its implementing regulations to virtual currencies (the Virtual Currency Guidance). The Virtual Currency Guidance outlines the applicability of the existing federal anti-money laundering (AML) regime to convertible virtual currencies, including decentralized virtual currencies, and concludes that administrators and exchangers of such currencies are subject to the AML requirements to the extent that they transmit decentralized virtual currency or legal tender from one user to another, or from one location to another. Shortly after FinCEN issued the Virtual Currency Guidance, the federal government announced two significant enforcement actions. First, on May 14, 2013, the Department of Homeland Security (DHS) seized a Dwolla account belonging to Mt. Gox, a leading Japan-based bitcoin exchange. Second, a mere fourteen days later, FinCEN exercised its powers under Section 311 of the U.S. PATRIOT Act by designating the Costa Rican company Liberty Reserve a financial insti-

---


81. See FinCEN, VIRTUAL CURRENCY GUIDANCE, supra note 3.


tution of primary money laundering concern\textsuperscript{84} and proposing the imposition of special measures against Liberty Reserve.\textsuperscript{85}

The Virtual Currency Guidance and the Mt. Gox seizure paved the way for further regulation of decentralized technology. Key themes from each of these actions dating back to the beginning of the E-Gold prosecution in 2005 persist. In particular, the regulatory and law enforcement agencies active in the decentralized ledger technology industry continue to focus on centralized actors: companies with traditional centralized structures that just happen to offer products and services linked to a decentralized ledger technology. Further, like E-Gold, Mt. Gox, and Liberty Reserve, each of which processed very high volumes of transactions, regulators continue to target large-scale operations that offer the potential for high-impact regulatory or enforcement measures. Finally, and perhaps more importantly, the focus remains entirely on virtual currency applications of decentralized ledger technology—the decentralized versions of E-Gold and Liberty Reserve. Notably, this period of regulatory activity evidenced an intent to apply traditional AML and terrorist financing controls, a form of ex ante regulation in the payments space,\textsuperscript{86} to virtual currencies, including decentralized virtual currencies. This intent was made most clear by the Virtual Currency Guidance and Liberty Reserve special measures, and continues to permeate the current regulatory landscape, as evidenced by the regulatory activity from 2013 to the present.

\subsection*{B. The Current Landscape: Applying Centralized Themes to Decentralized Technology}

Although state regulators had not yet voiced an opinion on decentralized virtual currency regulation, shortly after the federal Mt. Gox and Liberty Reserve actions, the California Department of Business Oversight (DBO) sent letters to industry participants in order to gather information to help the DBO decide how to regulate decentralized virtual currencies and related activities.\textsuperscript{87} The New York Department of Financial Services (NYDFS) quickly followed suit, issuing subpoenas to twenty-two companies

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{84} See FinCEN, Notice of Finding, \textit{supra} note 19.
\item \textsuperscript{87} See, e.g., Letter from Paul T. Crayton, Senior Counsel, Cal. Dep’t of Fin. Inst., to BitCoin Found. (May 30, 2013), \textit{available at} http://www.scribd.com/doc/149355233/ca-state-.mobility-account-desist-may-30 [https://perma.cc/U5PK-G2BY].
\end{itemize}
\end{footnotesize}
in the decentralized technology ecosystem in August 2013. The NYDFS issued the subpoenas as part of “an inquiry into the appropriate regulatory guidelines that it should put in place for virtual currencies.” Not to be outdone, the federal government also continued to apply regulatory pressure to the decentralized technology ecosystem. In October 2013, federal law enforcement agents shut down the Silk Road website and arrested its founder and administrators, who were charged with a wide range of crimes, including money laundering, drug trafficking, and computer hacking.

The negative publicity surrounding bitcoin from the Silk Road events prompted the U.S. Senate to hold public hearings on virtual currencies in November 2013. In her testimony during the Senate hearings, Jennifer Shasky Calvery, the Director of FinCEN, noted the “attributes that make virtual currency vulnerable to illicit use” but also recognized the “innovation virtual currencies provide.” Early 2014 brought additional federal criminal prosecutorial activity, and the first state prosecutions related to decentralized virtual currency. Furthermore, states continued to evaluate regulation: in January 2014, the NYDFS held a series of hearings on virtual currencies, and U.S. state financial services regulators issued warnings on the risks of virtual currencies, either individually or in collaboratively.


92. Id. (statement of Jennifer Shasky Calvery, Dir., FinCEN).

93. In January 2014, Charlie Shrem, a bitcoin exchange CEO, was arrested and charged with illegal money transmission and money laundering under federal laws. See Sidel, supra note 22.


95. For more information, see generally N.Y. State Dep’t of Fin. Servs., NYDFS Outlines Additional Details on Witnesses and Panels for Virtual Currency Hearing on January 28 and 29 in New York City (Jan. 23, 2014), available at http://www.dfs.ny.gov/about/panels_witnesses_virtual_currency_hearing.pdf [https://perma.cc/SP2Z-MNQH].
oration with other state regulators.\(^96\) Other federal regulatory agencies, including the Internal Revenue Service\(^97\) and the Federal Reserve, also waded into the decentralized technology morass.\(^98\) Finally, FinCEN issued


\(^98\) The Federal Reserve, for its part, used 2014 to evolve its thinking regarding bitcoin and other decentralized virtual currencies. On February 27, 2014, Federal Reserve Chair Janet Yellen, in testimony before the Senate Banking Committee, opined that the Federal Reserve had no role in regulating bitcoin because it is developing outside of the banks that the Federal Reserve has the authority to regulate. See Semiannual Monetary Policy Report to the Cong.: Before the H. Comm. on Fin. Servs., 113th Cong. (2014) (testimony of Janet Yellen, Chair, Bd. of Governors of the Fed. Reserve Sys.), available at http://www.federalreserve.gov/newsevents/testimony/yellen20140211a.htm [https://perma.cc/RD87-VKDG]. At its

The year 2015 brought similar developments. At the state level, the NYDFS finalized its BitLicense regime,\footnote{See N.Y. COMP. CODES R. & REGS. tit. 23, §§ 200.1–200.22 (2015), available at http://www.dfs.ny.gov/legal/regulations/adoptions/disp200t.pdf [https://perma.cc/158E-QPQP].} several other states took a wait-
and-see approach,106 and state legislatures,107 the Uniform Law Commission,108 and the Conference of State Banking Supervisors109 undertook legislative drafting efforts with a best practices approach in mind. FinCEN issued yet another administrative ruling, this time examining the ways in which digitally issued certificates representing ownership in commodities (such as gold) intersect with money transmission regulation.110 The Commodity Futures Trading Commission (CFTC) concluded that bitcoin is a commodity111 and took enforcement action against two bitcoin-related businesses for various violations of the Commodity Exchange Act.112 The CFTC also issued an order of temporary registration as a swap exchange facility to a third bitcoin-related business, indicating that the CFTC is actively considering and acting upon applications.113 The Security and Exchange Commission (SEC) refrained from conclusively ruling how it will


110. See FinCEN, DIGITAL CERTIFICATES, supra note 72. The recent CFTC Complaint against MintCo LLC indicates that the CFTC may also consider itself to have jurisdiction over such digital commodity certificates, identified by the Virtual Currency Guidance as a form of convertible virtual currency. See U.S. Commodity Futures Trading Comm’n v. MintCo LLC, 15-cv-61960-BB (S.D. Fla. filed Sept. 16, 2015), available at http://www.cftc.gov/idc/groups/public/@lренforcementactions/documents/legalpleadings/enfmintcocomplaint091615.pdf [https://perma.cc/Z9FL-4W3Q].


treat bitcoin, despite efforts from entrepreneurs to force the SEC’s hand by filing shelf registrations for offerings that integrate blockchain technology.114 Meanwhile, prosecutions for criminal activity perpetrated to some degree through the use of bitcoin moved forward,115 and several consent orders were entered against decentralized technology companies for failure to properly comply with the Bank Secrecy Act regulations.116

Although federal regulatory agencies, including FinCEN, have carried out their intent to impose ex ante anti-money laundering regulations on decentralized virtual currency systems, industry developments have revealed that compliance with those regulations through the mechanics of the decentralized ledger technology is not always intuitive. As a result, where practical difficulties or other technology mismatches arise, regulators also used ex post criminal prosecutions to heighten compliance incentives. Even as federal authorities expanded the tools in their regulatory toolbox, they also expanded the policy priorities away from a singular focus on money-laundering, terrorist financing, and identity verification towards a more comprehensive set of payments-related issues, including privacy and security, tax compliance, and the potential for use of unfair and deceptive businesses practices in the industry. State regulatory activity also added new policy concerns to the mix, with a primary focus on consumer protection. Although other agencies are clearly apprised of the possibility that decentralized ledger technology may touch on areas within their regulatory purview, they have remained silent.


The collective impact of this regulatory history is that new entrants into the decentralized ledger technology industry must tread carefully, for fear of triggering one or more known or unknown regulatory priorities by introducing a new and innovative application of the underlying technology. The 2015 FinCEN ruling and the SEC’s silence on the Winkelvoss endeavor is a clear example of the regulatory lacuna and its effects. Even when given the opportunity to comment on regulation of the underlying technology, the SEC has not done so, and when presented with a novel application of the technology, FinCEN shoehorned it into the payments regulatory landscape. In other words, the lacuna in the present regulatory landscape is characterized by the lack of regulation addressing distributed ledger technology, and the result is that, when a new use emerges, the application may be subject to payments laws that are ill-suited to the issues presented by the technology.

C. The Impact of the Current Landscape: Confusion, High Risk, and Disincentives to Innovation

The policy priorities related to bitcoin and other decentralized virtual currencies are now relatively clear. The implementation of those policies through existing law remains a mystery in several areas, however. As a result, a common critique leveled at the regulatory efforts related to decentralized ledger technologies described above is that it evidences what appears to be development and implementation absent a master plan. To date, the United States has made great efforts to understand the unique characteristics and potential risks of virtual currency. Nonetheless, virtual currency hearings have not yielded any formal recommendations or guidance. As a result, regulatory bodies, courts and state legislatures have acted independently resulting in a regulatory mishmash of guidance, clarification, extension and ongoing discussion.117

The reality, however, is that the present regulatory approach to decentralized virtual currencies reflects mainstream approaches to financial regulation generally, using a combination of ex ante and ex post regulation to mitigate systemic risk in the financial system.118 Leading literature on approaches to financial regulation offers this insight:

Complete ex ante financial regulation, whereby regulators prevent every failure, is [ ] a futile goal. And even if it were feasible, it would not necessarily be desirable. Ex ante regulation can provide an incentive for regulatory arbitrage. Furthermore, any ex ante regulation that attempts to prevent all financial failures may end up being too chilling, thereby dampening economic growth. Ex post remedies will therefore always be needed to try

to prevent financial failures—when they inevitably occur—from spreading and becoming systemic.\textsuperscript{119}

The regulatory history of decentralized virtual currency to date reads like a textbook example of this commentary: a heavy emphasis on ex ante attempts to prevent financial harm in the decentralized virtual currency industry, complemented by ex post prosecutions of harmful activity when failures nevertheless occurred.

Nonetheless, the heavy emphasis on ex ante efforts to prevent decentralized virtual currency-related market failures when coupled with the innovative nature of the underlying technology has led to confusion and uncertainty, while the ex post efforts to punish and correct failures highlight the high risk faced by anyone connected to the decentralized ledger technology industry, whether working with a payments applications like virtual currency or not. Even a cursory review of the state of the industry supports this position. There presently exists no fully licensed, U.S.-based decentralized virtual currency exchange.\textsuperscript{120} Any entity offering a product or service connected in any way to decentralized public ledger technology finds difficulty obtaining and maintaining banking relationships to enable the operation of its business.\textsuperscript{121} Furthermore, the regulatory history is replete with evidence of the practical difficulties resulting from shoehorning decentralized ledger technologies, related applications, and the businesses that offer products and services related to them into a regulatory scheme first designed for centralized technologies. Compliance with the Funds


\textsuperscript{120} Coinbase launched its exchange to claims of being the first licensed bitcoin exchange in the United States. See Davey Alba, \textit{Coinbase Opens First Licensed Bitcoin Exchange in the US}, Wired (Jan. 26, 2015), http://www.wired.com/2015/01/coinbase-opens-first-licensed-bitcoin-exchange-us/ [https://perma.cc/3HME-UXLY]. However, in reality, Coinbase remains unable to obtain the requisite licenses in all states, and even pulled out of certain states where the licensure process proved too burdensome. See Redman, supra note 21. Similarly, itBit initially claimed that the New York trust charter it obtained from the New York Department of Financial Institutions enabled it to lawfully operate an exchange service in all fifty states. See Cade Metz, \textit{NY Backs Bitcoin Exchange. But It May Not Fly in California}, Wired (May 8, 2015), http://www.wired.com/2015/05/new-york-backs-bitcoin-exchange-may-not-fly-california [https://perma.cc/LG49-FA85]. However, the analyses of practitioners and academics alike have failed to prove out itBit’s theory and instead openly call it into question. See id. (quoting Carol Van Cleef, Partner, Manatt, Phelps & Phillips, as saying that charter “is not necessarily going to be a blank pass to offer services in all states”); Houman Shadab, \textit{What itBit’s Banking Law Charter Really Means}, CoinDesk (May 17, 2015), http://www.coindesk.com/in-itbit-we-trust/ [https://perma.cc/8FL5-PQ9R] (“Nonetheless, there seems to be some uncertainty about whether itBit—a banking law trust—automatically qualifies to do business without a money transmitter license in certain states.”).

\textsuperscript{121} See Smart, supra note 70.
Transfer and Funds Travel Rules\textsuperscript{122} and the valuation of virtual currency assets when applying for money transmission licenses under statutes that contemplate only fiat currency\textsuperscript{123} offer two examples of such difficulties. If the regulatory approach to decentralized ledger technologies to date is a clear example of traditional financial regulation, and the result is confusion, uncertainty, and disincentive for innovation, the urgent question facing regulators, consumers, and entrepreneurs alike is whether an alternative approach that nevertheless remains consistent with leading legal regulatory theory is possible.

III. Evaluation of Current Alternative Regulatory Proposals

Echoes the Gap in the Current Approach

Recognizing the inadequacy of the current regulatory approach to the decentralized technology industry,\textsuperscript{124} the current literature suggests several alternative proposals. The proposals can be grouped into three categories. First, various proposals attempt to apply existing law to bitcoin and other decentralized virtual currencies by shoehorning the decentralized payment applications into a specific type of asset or property category. Second, many commentators argue that federal financial services law should apply to all decentralized virtual currencies in order to address the money laundering risk, but that the remaining policy issues should be left to the states to address. Third, a variety of proposals call for various methods and levels of self-regulation.

Notably, most of the proposals in each category focus on building a regulatory approach to bitcoin and other decentralized virtual currencies, and do not address regulation of the underlying decentralized ledger technology. When the literature does turn its attention to the legal implications of decentralized ledger technology, it tends to skip the question of how to regulate the blockchain and moves straight to jurisprudential questions of how the blockchain might disrupt or alter known legal structures such as contract law,\textsuperscript{125} property law,\textsuperscript{126} and judicial decision making.\textsuperscript{127}

\textsuperscript{122} See DOJ, Ripple Settlement Agreement, supra note 116, at Attachment A, paras. 13–14.


\textsuperscript{124} Some of the literature is solely dedicated to proving out the extensive-ness of this inadequacy. See, e.g., Grinberg, supra note 58; Tu & Meredith, supra note 117.

\textsuperscript{125} See generally Fairfield, Bitcoin Bots, supra note 30.

\textsuperscript{126} See generally Fairfield, BitProperty, supra note 13.

The literature leaves a significant gap, which will have a substantial impact on both current entrepreneurial efforts to build regulatory-compliant businesses and the ability of decentralized ledger technology to actually impact the other jurisprudential questions raised by the literature. The blockchain and other similar technologies will never revolutionize property law, for example, if the regulatory environment is so hostile that no software developer can risk developing the product that will spark the revolution. To develop a regulatory approach robust enough to account for the many uniquely beneficial aspects of decentralized ledger technology, the various market and governance failures that have historically plagued such technologies, and the variety of forms taken by decentralized ledger technology, and to allow for continued innovation, this Section first develops certain criteria for evaluating alternative regulatory approaches. This Section then weighs existing alternative regulatory proposals against these criteria, finding that none of the current proposals meet all of the criteria to a high degree. This Section concludes by attempting to define the boundaries of the regulatory lacuna left by both the current regulatory landscape and the academic literature, thereby setting the stage for developing a gap-filling alternative approach in Part IV.

A. Criteria for Evaluating Alternative Regulatory Proposals

To objectively consider whether any of the presently proposed alternative regulatory approaches adequately fill the lacunae in the current regulatory landscape, this Article proposes the use of the following seven standards: (1) minimize compliance risk; (2) minimize risk of illicit use; (3) minimize malfunctions and related problems; (4) minimize data security risk; (5) minimize systemic risk; (6) promote innovation and adaptability, and (7) maximize political feasibility. These criteria are drawn from the policy priorities reflected in the current state of decentralized ledger technology regulation and from financial regulatory theory.

Compliance risk refers to “the risk of loss associated with non-compliance with laws, rules, regulations, prescribed practices, or ethical standards.” This criterion aims to capture the policy priorities that underlie many of the ex ante regulatory measures presently applied to the decentralized ledger technology industry, including anti-money laundering and terrorist financing controls, and minimum net worth and bond requirements.

128. This approach is patterned after a common analytical tool used in public policy literature. For an overview of the approach, see Eugene Bardach, A Practical Guide for Policy Analysis: The Eightfold Path to More Effective Problem Solving 79–82 (4th ed. 2012). For examples of applications of this approach in the legal literature more broadly, see generally Carla L. Reyes, Access to Counsel in Removal Proceedings: A Case Study for Exploring the Legal and Societal Imperative to Expand the Civil Right to Counsel, 17 UDC/DCSL L. Rev. 131 (2014); Schwarz, Systemic Risk, supra note 118.

129. Bradford et al., supra note 86, at 35.

130. See id.
ments found in state money transmission laws. Risk of illicit use refers to “the risk of penalties if the failure to comply with required guidelines to curb illicit use . . . is discovered.”\textsuperscript{131} This criterion reflects ex post punishments for criminal behavior using decentralized ledger technology. Malfunctions and related problems refers to “malfunctions that are the result of unintentional circumstances or events . . . or intentional circumstances or events . . . .”\textsuperscript{132} This criterion reflects the history of malfunctions resulting from unintentional circumstances in the decentralized ledger technology industry, including, for example, the fork of the blockchain in March 2013,\textsuperscript{133} theft of consumer bitcoins held in trust by industry actors (such as the case of the Mt. Gox failure),\textsuperscript{134} and the potential for an intentional 51\% attack on the blockchain\textsuperscript{135} or similar attacks on other decentralized ledger technologies.\textsuperscript{136}

Data-security risk refers to “unauthorized modification, destruction, or disclosure of data . . . .”\textsuperscript{137} Although this criterion may seem counterintuitive in the context of decentralized ledger technology, which sports encryption and cryptographic security features, the security of all applications that interact with decentralized ledger technologies are not created equal. This criterion is designed to ensure that any remaining data-security risk not intrinsically addressed by the underlying technology is addressed by consumer-facing uses of the technology. Systemic risk refers to

[t]he risk that (i) an economic shock such as market or institutional failure triggers (through a panic or otherwise) either (X) the failure of a chain of markets or institutions or (Y) a chain of significant losses to financial institutions, (ii) resulting in increases in the cost of capital or decreases in its availability, often evidenced by substantial financial-market price volatility.\textsuperscript{138}

\begin{itemize}
  \item \textsuperscript{131} Id.
  \item \textsuperscript{132} Id. at 34.
  \item \textsuperscript{133} See Jeong, supra note 48, at 5.
  \item \textsuperscript{134} See Yoshifumi Takemoto & Sophie Knight, Mt. Gox Files for Bankruptcy, Hit with Lawsuit, REUTERS (Feb. 28, 2014), http://www.reuters.com/article/2014/02/28/us-bitcoin-mtgox-bankruptcy-idUSBREA1R0FX20140228 [https://perma.cc/WYV3-FDUW].
  \item \textsuperscript{135} See Daniel Cawrey, Are 51\% Attacks a Real Threat to Bitcoin?, COINDESK (June 20, 2014), http://www.coindesk.com/51-attacks-real-threat-bitcoin/ [https://perma.cc/NQ9Z-ZT8J].
  \item \textsuperscript{137} Bradford et al., supra note 86, at 34.
  \item \textsuperscript{138} Iman Anabtawi & Steven Schwarcz, Regulating Systemic Risk: Towards an Analytical Framework, 86 Notre Dame L. Rev. 1349, 1353 (2011) (quoting Schwarcz, Systemic Risk, supra note 118, at 204).
\end{itemize}
Although this criterion relies on a definition from financial regulatory literature, here, it is not intended to be used only with reference to the payments applications of decentralized ledger technologies. Rather, as each decentralized ledger protocol represents a system, albeit not necessarily a financial system, systemic shocks may result in parallel effects. This criterion is intended to be used by way of extrapolation, drawing parallels between the complexities and interrelatedness of the financial system and those of decentralized ledger technologies.\textsuperscript{139}

Promoting innovation and adaptability refers to the ability to reduce the lag between the law and the technology it regulates through mechanisms designed to promote innovation and enable relatively fast regulatory adaptation to those innovations. This criterion reflects both the recognition that decentralized ledger technology has quickly evolved and that it will likely continue to do so. It also captures the complexity of the technology, which like the financial system it frequently interacts with, traditionally “innovate[s] more quickly than regulators can adapt.”\textsuperscript{140} Political feasibility refers to the variety and number of actors that will support the regulatory approach.\textsuperscript{141} Given the decentralized nature of the technology to be regulated, wide stakeholder buy-in will be crucial to the effectiveness of any alternative regulatory proposal.\textsuperscript{142}

B. Categorizing Decentralized Virtual Currencies as a Recognized Legal Asset

The first group of alternative proposals presented by the academic literature focuses on the payments application of decentralized technologies and argues that bitcoin and related decentralized virtual currencies should be regulated as a specific type of asset, such as intangible prop-

\textsuperscript{139} Indeed, this Article has drawn such parallels throughout, including with reference to the ex ante/ex post regulatory dichotomy and with regard to elements of the endogenous approach proposed below. This is in no way intended to suggest that the payments applications of decentralized ledger technologies are the focus of the analysis presented here. In fact, the opposite is intended. However, the complexity of issues, the speed of innovation, the potential for systemwide impact (both good and bad), and the number of points-of-entry for consumers are all parallels that make financial regulatory literature a useful point of reference. Notably, the analysis in this Article does not end with financial regulatory literature. Rather, the diffuse nature of the inquiry, incorporating elements of technology law, financial law, comparative law, and international development law, reflects the depth of the technology and related points of regulatory inflection at issue.

\textsuperscript{140} Schwarcz, Systemic Risk, supra note 118, at 260.

\textsuperscript{141} See Bardach, supra note 128, at 41–42 (referring to this criterion as political acceptability and defining it as “a combination of two conditions: too much opposition (which may be wide or intense or both) and/or too little support (which may be insufficiently broad or insufficiently intense or both)”).

\textsuperscript{142} See Wright & De Filippi, supra note 2, at 57 (arguing that if decentralized ledger community does not buy-in to regulatory proposal, it could defeat it by refusing to adopt new rules).
property, money, securities, or some other presently recognized form of legal asset. One of the goals of these proposals appears to be reducing uncertainty as to which legal regimes apply to bitcoins. If bitcoins are categorically money, property, or some other form of recognized legal asset, the path to regulatory compliance becomes clearer: follow the traditional rules applicable to that asset. Various practical difficulties plague this approach. First, not all decentralized virtual currencies behave in precisely the same way and therefore may not all fit within the definition of the traditional legal asset at issue. Second, implementation issues may arise that leave the sufficiency of compliance efforts uncertain. For example, issues of adequate implementation have plagued even the most well-meaning industry actors with regard to compliance with federal money service business regulations and state money transmitter laws.

Two significant theoretical difficulties face these approaches as well. First, these approaches only consider the regulation of the payments application of decentralized ledger technologies, ignoring the underlying technology and its other potential use cases entirely. In other words, if the primary criteria for these approaches is to provide regulatory clarity, to the extent it does so at all, it only achieves that criteria for one application of

---

143. See, e.g., Rhys Bollen, The Legal Status of Online Currencies: Are Bitcoins the Future?, 24 J. BANK. & FIN. L. & PRAC. 272, 279 (2013) (arguing that “Bitcoins are a form of intangible private property, a valuable digital artefact” and are therefore “analogous with other forms of intangible private property, such as digital music, shares, licenses, trademarks, copyright, goodwill, domain names, frequent flier points and brands”); Nelson DaCunha, Virtual Property, Real Concerns, 4 AKRON INTELL. PROF. J. 35, 41 (2010) (noting that if decentralized virtual currencies are form of intangible property, tort law offers one way to protect interests of both users and service providers).

144. See Bryans, supra note 56, at 441; Nicholas A. Plassaras, Comment, Regulating Digital Currencies: Bringing Bitcoin Within the Reach of the IMF, 14 CHI. J. INT’L L. 377, 403 (2013).


the technology, leaving the rest of the industry either in unchartered waters or, perhaps worse, attempting to comply with a regime that is ill-suited to the technology use at issue. Second, these approaches do nothing to resolve the underlying tension of a combined ex ante and ex post approach to regulating decentralized ledger technologies. In sum, although these approaches address the criteria of compliance risk and illicit use to a high degree, they do not promote innovation and adaptability, minimize systemic risk, or solicit broad stakeholder buy-in.

C. Applying Federal Financial Service Laws and Otherwise Deferring to State Regulation

The second group of proposals argues that decentralized ledger technology service providers, and especially those offering a service related to decentralized virtual currency, should remain subject to existing “customer-identification program and AML compliance program requirements of Sections 314 and 352 of the USA PATRIOT Act, and with the economic sanctions regulations enforced by OFAC” and FinCEN regulations as appropriate, and that the remaining regulatory functions should be left to state governments. Within this second group, the proposals for state approaches to regulation vary widely and include a recommendation to require exchanges to pay premiums to a third-party insurer of the exchange’s choice and an elective tax on anonymity, among others. The wide variety of specific recommendations within this sec-

148. Trautman, supra note 18, at 43 (quoting The Present and Future Impact of Virtual Currency: Joint Hearing Before the Subcomms. on Econ. Pol'y & on Nat’l Sec. & Int’l Trade & Fin. of the S. Banking Comm., 113th Cong. 2–3 (2013), available at http://www.banking.senate.gov/public/index.cfm/hearings?ID=955322CC-D648-4A00-A41F-C23BE7FF4CA (statement of Sarah Jane Hughes, Univ. Scholar & Fellow in Commercial Law, Ind. Univ. Maurer Sch. of Law)); see also Middlebrook & Hughes, supra note 76, at 840 (noting that regulating cryptocurrencies by analogy to existing regulatory schemes may have higher likelihood of success because “[t]he law has a tendency to address new products and technologies by analogizing to existing regulatory schemes”); Joshua J. Doguet, Comment, The Nature of the Form: Legal and Regulatory Issues Surrounding the Bitcoin Digital Currency System, 73 LA. L. REV. 1119, 1147–49 (2013) (examining three regulatory approaches and arguing that compliance with existing anti-money laundering regulations offers existing opportunity to curb illicit uses of bitcoin payment system).


150. See Marian, supra note 24, at 54.

151. See, e.g., Gruber, supra note 55, at 204–08 (arguing for compliance with existing BSA and tax law and for additional prohibition of mixing technologies and use of Tor network to enhance anonymity); Misha Tsukerman, Note, The Block Is Hot: A Survey of the State of Bitcoin Regulation and Suggestions for the Future, 30 BERKELEY TECH. L.J. 1127 (2015) (arguing for registry linking bitcoin wallet public keys to user’s identity). Notably, both of these proposals focus on the anonymous nature of bitcoin transactions as the primary policy problem to be addressed. See Kaplanov, supra note 50, at 113–14 (arguing that bitcoin should be regulated as community currency).
ond group stems from the emphasis each proposal places on specific characteristics of decentralized virtual currency. For example, the third-party insurance solution emphasizes the price volatility that characterizes bitcoin and uses economic theory to suggest a way to minimize investor risk and protect consumers against the price volatility with minimal government intervention.\textsuperscript{152} Meanwhile, the elective tax on anonymity seeks to reduce what is commonly perceived as a core benefit that decentralized virtual currencies offer to criminal masterminds: anonymity.\textsuperscript{153}

Despite the variety of approaches, each of the proposals in this group attempts to bridge the gap between the policy concerns presently voiced by regulators and the frustration of many decentralized industry participants. In particular, many of the proposals start from the premise that the payments applications of decentralized technologies present a real risk of money laundering and facilitation of other criminal activity.\textsuperscript{154} Further, the proposals recognize that users of decentralized payments systems face real risk of loss of funds and other assets.\textsuperscript{155} These proposals, however, face difficulties similar to the first group of proposals: practical difficulties to implementation, a singular focus on bitcoin and other payments applications of decentralized ledger technology, and proposals for regulatory frameworks that emphasize one perceived characteristic of decentralized virtual currencies at the expense of others. In other words, these proposals, like both the first group of proposals and current regulation, minimize compliance risk and illicit use at the expense of innovation and adaptability. Further, these proposals lack structured consideration of issues related to minimizing malfunctions, data security, or systemic risks. Finally these approaches will likely not garner broad stakeholder support, especially among industry stakeholders. As a result this group of proposals generally only upholds two of the criteria to a high degree.

D. Proposals for Self-Regulation

The third and most prominent group of proposals calls for various levels of industry self-regulation.\textsuperscript{156} One such proposal argues for a three-tiered self-regulatory approach. The three tiers would include: (1) the code itself acting as law to restrain activity; (2) contractual obligations self-
imposed through a service provider’s terms of service, privacy policy, and other consumer facing documents; and (3) private lawsuits to hold service providers “liable for all losses due to their negligence, recklessness, or disregard for” users’ rights. Other commentators suggest that a new body of law, which they term “Lex Cryptographia,” will emerge as “a set of rules administered through self-executing smart contracts and decentralized (and potentially autonomous) organizations.” Recognizing Lex Cryptographia as a form of self-regulation in the vein of its predecessors, Lex Mercatoria and Lex Informatica, Wright and De Filippi argue that “[o]ne of the key consequences of the blockchain could be a rapid expansion of what Lawrence Lessig referred to as ‘architecture’—the code, hardware, and structures that constrain how we behave—or at a minimum a redefinition of how laws and regulations are designed, implemented, and enforced.”

Although this Article contends that promoting innovation and adaptability will be a key aspect of regulating decentralized ledger technology, these self-regulatory proposals elevate this criterion over all others. Doing so discounts the actual market failures that have occurred since the introduction of decentralized ledger technologies, including massive loss of consumer funds caused by the failure of large industry players, such as Mt. Gox. The self-regulatory proposals do not, however, limit their scope to the decentralized virtual currency applications of the underlying decentralized ledger technology. Rather, it is the very recognition of the vast and complex potential use cases for the underlying technology that causes these writers to counsel self-regulation. Proposals for self-regulation of decentralized ledger technologies face several challenges. First, the threat of ex post incentives for compliance has proved important to the regulatory history of decentralized virtual currencies to date. Without the power to impose ex post regulation, whether through enforcement activity or some other form of ex post incentive, it is unclear how proposals for self-regulation intend to address the compliance, illicit use, and malfunction risk criteria. Second, Lex Mercatoria and Lex Informatica largely provide rules for the private sphere, while many of the core policy concerns facing the decentralized ledger technology industry implicate matters of public law as well. As a result, a self-regulatory approach, including a Lex Cryptographia that follows the pattern of its predecessors and focuses on rules for the private sphere, will be ill-suited to address systemic risk.

157. DaCunha, supra note 143, at 45, 58, 71.
158. Wright & De Filippi, supra note 2, at 48.
159. Id. at 50 (footnote omitted) (citing LAWRENCE LESSIG, CODE AND OTHER LAWS OF CYBERSPACE VERSION 2.0, at 24 (2d ed. 2006) [hereinafter LESSIG, CODE AND OTHER LAWS]).
160. See Takemoto & Knight, supra note 134.
E. Crystalizing the Problem and Defining the Boundaries of the Regulatory Lacuna

Taken as a whole, the present alternative regulatory proposals focus on the same policy priorities as the current regulatory approach: focusing overwhelmingly on the payments applications of decentralized ledger technologies, curbing illicit uses of such payments applications, reducing the perceived extreme level of anonymity afforded to use of such payments applications, protecting consumers from financial loss, and predominately focusing on ex ante measures followed by ex post supplemental enforcement actions as necessary. Furthermore, both the current regulatory landscape and the alternative proposals focus their efforts on the centralized actors in the ecosystem. Although this approach arguably worked well with regard to regulating the Internet,\textsuperscript{161} it appears to be experiencing higher levels of inefficiency and ineffectiveness in the context of decentralized ledger technologies. As regulation of the Internet experienced in the 1990s, so regulation of decentralized ledger technologies is experiencing now: a lacuna in the regulatory approach that results in law lag. Regulation that focuses on the centralized actors in a decentralized ecosystem simply will not be able to keep pace. There is some level of urgency related to addressing the law lag, as the level of decentralization in the ecosystem is only expected to grow.\textsuperscript{162}

The above discussion reveals four core elements of the gap between law and decentralized ledger technology that is causing the law lag. First, the complete failure to regulate at the decentralized ledger level rather than the payments application level occupies a large place in the regulatory gap. This failure implicates two of the criteria: promoting innovation and adaptability and minimizing systemic risk. Second, the current and alternative approaches are overly reactive to the past bitcoin market failures. The heavy emphasis on anti-money laundering and curbing other illicit uses are directly reactive to the Mt. Gox failure, and the E-Gold, Liberty Reserve, and Silk Road enforcement actions. Similar to the pattern of overreacting to past crises that characterizes most existing financial regulation,\textsuperscript{163} this reactive approach implicates the criteria of compliance, illicit use, malfunction, and data security risks. Third, the present and proposed alternative regulatory approaches are grounded in the characteristics of bitcoin and decentralized virtual currencies as they appear at present. This artificially ties effective regulation to a specific moment in time and a specific market context. Again, this flaw echoes that of existing financial regulation more generally\textsuperscript{164} and implicates the innovation and

\textsuperscript{161}. See Wright & De Filippi, \textit{supra} note 2, at 55.
\textsuperscript{162}. See id. at 56–58; see also Abramowicz, \textit{supra} note 127; Fairfield, \textit{Bitcoin Bots}, \textit{supra} note 30.
\textsuperscript{163}. See Anabtawi & Schwarcz, \textit{supra} note 138, at 1351.
\textsuperscript{164}. See \textit{id}. at 1369 ("It is our view, however, that additional measures are, and will continue to be, needed to protect the financial system from unforeseen economic shocks. In part, this is because the measures that have been adopted re-
adaptability and systemic risk criteria. Finally, it remains unclear whether the mishmash of ex ante and ex post regulation is purposeful or simply the result of various regulators applying existing laws to an emerging technology. When viewed in this light, the regulatory gap crystallizes and may be problematized in the following manner: what regulatory approach (ex ante, ex post, a combination of both, or neither) will treat decentralized ledger technology holistically, including taking a balanced approach to rectifying past crises, without tying regulation to specific implementations or applications of the technology, while maximizing the seven criteria to a high degree?

IV. Filling the Gap with an Endogenous Theory of Decentralized Technology Regulation: An Initial Proposal

Current regulation of decentralized virtual currencies and the existing literature assume that the form of regulation is limited to the following dichotomy: “[S]elf-regulation (i.e. through market-based mechanisms, or with the support of a private regulatory body like the Bitcoin Foundation) or by means of state regulation.”165 This Article, however, has demonstrated that neither choice effectively incentivizes decentralized technology ecosystem participants to prevent the market and governance failures that primarily concern regulators. This Article therefore challenges the conventional dichotomy and proposes a third alternative: an endogenous model of regulation that simultaneously governs from within and without, and sidesteps the ex ante/ex post regulatory choice by building compliance into the protocol and thereby eliminating the need for incentives. In so doing, this Article investigates the impact that decentralized technologies will have on the regulatory exercise itself.

A. An Endogenous Theory of Regulation for Decentralized Ledger Technologies

The concept of endogenous regulation can be found in various branches of academic literature, including economics, development, comparative law, and financial regulation. This Article suggests an approach to endogenous regulation that relies on insights from each of these areas in order to meet the criteria for decentralized ledger technology regulation identified above in Part III(A) and fill the regulatory lacuna identified in Parts II and III above. Synthesizing the various commentaries regarding endogenous regulation leads to an approach that is iterative, cooperative, focused on the functional purposes for enacting regulation, and implemented from within the market requiring regulation.

165. De Filippi, Regulatory Nightmare, supra note 156, at 10.
Generally speaking, the term *endogenous* refers to the concept of “[h]aving an internal cause or origin.”\textsuperscript{166} For economists, “[t]he theory of endogenous policy describes how self-interested agents influence the choices made regarding government policies.”\textsuperscript{167} In particular economic theory considers the endogenous evolution of regulation as one that is “incremental, and continuous, producing small effects at each individual step but cumulatively resulting in ever deeper levels of cooperation.”\textsuperscript{168} Economic development literature similarly conceptualizes an endogenous approach as an iterative and cooperative one, in which “the distinctiveness of individual cultures and societies should be at the center of determining the goals to be pursued.”\textsuperscript{169} This approach links culture to development and argues that because the other system possesses a unique cultural identity, it should be “entitled to freely choose [its] own method[ ] for achieving full political and economic independence.”\textsuperscript{170} The contribution of endogenous development theory relevant to the present regulatory inquiry is the premise that when promoting development in another system, whether through the imposition of new regulations\textsuperscript{171} or otherwise, it is

\begin{footnotesize}
\begin{enumerate}
\item[168.] Laurence R. Helfer, Understanding Change in International Organizations: Globalization and Innovation in the I.L.O, 59 VAND. L. REV. 649, 665 (2006); see also Stanley Reiter, On Endogenous Economic Regulation, 2 ECON. DESIGN 211, 211–14 (1996) (setting forth economic game theory underlying endogenous economic regulatory approach and describing it as iterative game process in which interactions between regulators and economic actors they regulate in one phase construct rules and regulations that govern next phase).
\item[171.] Modernizing legal norms (by patterning them off of Western institutions) has long been considered a method for promoting economic development. For a brief history and description of the law and development movement, see Gordon & Sylvester, supra note 169, at 18–23; see also Amanda J. Perry, International Economic Organizations and the Modern Law and Development Movement, in MAKING DEVELOPMENT WORK: LEGISLATIVE REFORM FOR INSTITUTIONAL TRANSFORMATION AND GOOD GOVERNANCE 19 (Ann Seidman, Robert B. Seidman & Thomas W. Wälde eds., 1999); David M. Trubek, The “Rule of Law” in Development Assistance: Past, Present, and Future, in THE NEW LAW AND ECONOMIC DEVELOPMENT: A CRITICAL APPRAISAL 74 (David M. Trubek & Alvaro Santos eds., 2006).
\end{enumerate}
\end{footnotesize}
necessary to understand “the ways in which local innovations and gains can be preserved as part of local economic and cultural power.” 172

The financial regulatory literature also explores an endogenous or functional approach to regulation. 173 The functional approach to financial regulation argues that in order to regulate “a dynamically changing financial system,” which rapidly changes in unexpected ways, “it may be more effective—or at least instructive—to focus on the system’s underlying, and thus less time-dependent, economic functions than to tie regulation to any specific financial architecture.” 174 A functional approach is desirable, the theory argues, because it is well-suited to “analysis of a highly complex or unknown structure” and it “facilitates the analysis of a rapidly changing structure,” both of which are qualities of the financial system. 175

Comparative legal theory describes a similar approach to understanding regulation and, in particular, a methodology for determining the relevant functions of a system to be regulated, and the appropriate institution with which to achieve that regulation through the concept of the functional method. 176 The central idea of the comparative functional method is that of functional equivalence, which suggests that “similar functional needs [of society] can be fulfilled by different institutions . . . .” 177 Functional equivalence posits that social problems are generally universal, but the legal and institutional response to universal social problems need not be. 178 As a result, the functional method

---


174. Id. at 5–6.

175. Id. at 6.

176. The functional method as used in the comparative legal enterprise is designed to help a comparative legal scholar understand the way that a foreign legal system approaches a particular problem through regulation. This Article suggests that this same approach can be used to consider how to approach a particular problem in a foreign system, with decentralized ledger technology being the foreign system. On the idea of code-as-law, which leads to the conception of decentralized ledger technology as a foreign legal system, see Lessig, Open Code and Open Societies, supra note 25.


178. See Esin Örüçü, Developing Comparative Law, in Comparative Law: A Handbook 43, 51 (Esin Örüçü & David Nelken eds., 2007). Stated another way, “if a society has a certain problem a, it must have a legal institution γ, and different solutions to a are functionally equivalent.” Michaels, supra note 177, at 371.
aims at explaining the effects of legal institutions as functions . . . and it promises to look at non-legal responses to societal requisites, too. The functional method asks us to understand legal institutions not as doctrinal constructs but as societal responses to problems—not as isolated instances but in their relation to the whole legal system, and beyond, to the whole of society.¹⁷⁹

The functional method forces comparative legal scholars to shed the assumption that the absence of a certain legal structure means that the society does not address the social problem the structure is designed to resolve.¹⁸⁰ Instead, comparative theorists look at the legal and social context of the foreign system as a whole, with the goal of uncovering a functional equivalent—another institution that, although different in structure, serves the same purpose.¹⁸¹

Comparative legal scholars have developed a methodology for uncovering functional equivalents in foreign legal systems.¹⁸² The first step in functional equivalence analysis is to ask what social problem a certain legal institution seeks to resolve.¹⁸³ In framing this question, comparative theorists seek to eliminate any reference to concepts in their own legal system, but rather state the question in "purely functional terms."¹⁸⁴ The next step in the functional method is to search the foreign system for the legal institution responding to the social problem posed. Comparative theorists undertaking this research are obligated to explore all aspects of the foreign system and not expect the legal construct to appear in the same form and context as in the native legal system.¹⁸⁵

¹⁷⁹. Michaels, supra note 177, at 364.
¹⁸⁰. See id.
¹⁸¹. See id.
¹⁸². Comparative legal scholarship has debated the relative importance of the functional method as opposed to other approaches to comparative law. See generally Jaakko Husa, Farewell to Functionalism or Methodological Tolerance?, 67 RABELS ZEITSCHRIFT 419 (2003) [hereinafter Husa, Farewell to Functionalism] (providing review of debate and arguing for "moderate version of functionalism"). To clarify, the functional method is one of several approaches to micro-comparison, including the study of legal transplants. See Michele Graziadei, The Functionalist Heritage, in COMPARATIVE LEGAL STUDIES: TRADITIONS AND TRANSITIONS 100, 100 (Pierre Legrand & Roderick Munday eds., 2005). The functional method and legal transplants, however, are of particular value to the rule of law development enterprise, and for that reason, are discussed in more detail than other approaches.
¹⁸³. See Michaels, supra note 177, at 366.
¹⁸⁴. ZWEIGERT & KÖTZ, supra note 177, at 34 (demonstrating, through example, that question should not be “What formal requirements are there for sales contacts in foreign law?” but rather, “How does foreign law protect parties from surprise, or from being held to an agreement not seriously intended?” (internal quotation marks omitted)).
¹⁸⁵. Id. at 35 (“Even experienced comparatists sometimes look for the rule they want only in the particular place in the foreign system where their experience of their own system leads them to expect it: they are unconsciously looking at the problem with the eyes of their own system.”).
In the event that a search of the foreign legal system fails to produce an institution designed to address the problem, the next step for comparative theorists is to ask why the legal system does not provide such an institution.\textsuperscript{186} This step in functional methodology forces comparative theorists to search the entire foreign system, rather than narrowly focusing on the legal system.\textsuperscript{187} In particular, comparative theorists investigate the foreign system’s cultural and customary norms in search of an institution that addresses the problem.\textsuperscript{188} By the end of the comparative endeavor, comparative theorists have either discovered a functionally equivalent institution, or have discovered the reason for the absence of one.\textsuperscript{189}

As a result of the functional method, comparative theorists “know that law, just like culture, is not monolithic.”\textsuperscript{190} Instead of prescribing which laws work best, the comparative functional method “sets out to understand what makes law work.”\textsuperscript{191} By beginning the inquiry with the social function of law,\textsuperscript{192} the comparative functional method creates a framework in which it is possible to avoid “the problem that one perceives the foreign systems mainly through the mind-set of one’s own legal system.”\textsuperscript{193} In doing so, the functional method enables the comparative theorists to conceive of possible reasonable substitutes, rather than assume that one set of institutions is essential for meeting a certain set of regulatory criteria.

Ultimately, then, in undertaking the micro-comparison enterprise through the functional method, the first question is not, \textit{How can this specific institution be successfully transplanted?} but rather, \textit{Which institution can be transplanted that would successfully address the problem?} If decentralized ledger technology is considered a “foreign system,” with protocol rules that govern its usage and a coding language all its own, the comparative functional method becomes a core element of an endogenous approach to decentralized ledger technology development. Essentially, when combined with foundational concepts from functional financial regulation, endogenous economic regulation, and endogenous development, the comparative functional method offers regulators a tool for engaging in a two-way regulation design process that requires the participation of core developers in the decentralized ledger technology ecosystem. By doing so, the construct of an endogenous or functional approach to regulating de-

\textsuperscript{186.} See id.  
\textsuperscript{187.} See id.  
\textsuperscript{188.} See id.  
\textsuperscript{189.} See id.  
\textsuperscript{190.} Grazia de, \textit{ supra} note 182, at 115.  
\textsuperscript{191.} Id.  
\textsuperscript{192.} See Husa, \textit{Farewell to Functionalism, supra} note 182, at 423; Jaakko Husa, About the Methodology of Comparative Law – Some Comments Concerning the Wonderland, . . . 8 (Univ. of Maastricht Faculty of Law, Working Paper No. 2007/5, 2007) [hereinafter Husa, Wonderland] (“The point of departure for comparison ought to be . . . the socio-legal function.”).  
\textsuperscript{193.} Husa, \textit{Farewell to Functionalism, supra} note 182, at 423; see also Husa, Wonderland, \textit{supra} note 192, at 8.
centralized ledger technology has the potential to meet a majority of the criteria set forth in Part III above to a high degree and therefore offers a potential avenue for filling the gap in the current regulatory landscape and academic literature. Because it is difficult to assess the fulfillment of the criteria in the abstract, this Article next offers one possible implementation and uses it to demonstrate the capacity for endogenous regulation to offer flexible, adaptable, and feasible regulation that minimizes a variety of risks to a high degree.

B. Technology-Assisted Regulation: A Proposed Implementation of Endogenous Regulation in the Decentralized Ledger Technology Ecosystem

Taking the various strands of endogenous and functional regulation together reveals a synthesized approach that is iterative, cooperative, focused on the functional purposes for enacting regulation, and implemented from within the market requiring regulation. These are the core elements of the endogenous theory of decentralized ledger technology proposed here. Taking the last element first, this Article proposes that regulation of decentralized ledger technology should build on the body of literature, most prominently led by Lawrence Lessig, that argues for the use of code-as-law. The proposal here is not for allowing the industry to self-regulate through rules created by use of the blockchain or other similar technologies. Nor is this a proposal for using smart contracts to create a code of law that enables the regulation of private actors and decentralized autonomous organizations. Finally, this is not a proposal for layering law on top of technology architecture in order to form a com-

194. See, e.g., Lessig, Code and Other Laws, supra note 159, at 24; Lawrence Lessig, Foreword, 52 STAN. L. REV. 987, 990 (2000) (explaining that phrase “[c]ode is law” was meant “[m]etaphorically, in that the code controls behavior as law might control behavior” (internal quotation marks omitted)). In Lessig’s conception of code-as-law, the idea is that writers of code, private actors, constrain behavior as they write rules into the code. See Lessig, Open Code and Open Societies, supra note 25, at 1408.

The code of cyberspace—whether the Internet, or a net within the Internet—defines that space. It constitutes that space. And as with any constitution, it builds within itself a set of values and possibilities that governs life there. . . . And the design of code is something that people are doing. Engineers make the choices about how the world will be. Engineers in this sense are governors.

Id.
The proposal here builds Lessig’s conception of code-as-law into law-through-code, or technology-assisted regulation, something that Lessig doubted could be achieved in an open source environment. See infra note 219 and accompanying text.


196. In other words, this is not a proposal in the same vein as Wright & De Filippi’s Lex Cryptographia. See generally Wright & De Filippi, supra note 2.
plete regulatory picture.  Rather, this is a proposal that regulators undertake the dual task of enacting a law or regulation via statute, and then implementing that statute through code, so that it is endogenously incorporated into the decentralized ledger technology or applications running on top of the technology. In other words, while several commentators have suggested that increasingly complex systems of smart contracts can be used to create new rules and constructs for organizations, corporate entities, property, and government bodies, this proposal contests that the first and primary target for regulation-through-code is the technology itself. In this way, the endogenous theory of regulation advanced here reflects Lessig’s suggestion that

[r]egulation in cyberspace is, or can be, different. If the regulator wants to induce a certain behavior, she need not threaten, or cajole, to inspire the change. She need only change the code—the software that defines the terms upon which the individual gains access to the system, or uses assets on the system.

Achieving such implementation of regulation-through-code, which this Article will refer to as technology-assisted regulation, will organically require that regulators adopt the other elements of the endogenous approach. Namely, because the writing of code is limited by certain properties of the protocol, regulators will be unable to craft the requisite rules without cooperating with members of the decentralized ledger technology ecosystem. Further, only an iterative process of incorporation and feedback will lead both the drafters of statute and the writers of code to a place of thoughtful and meaningful regulation. Finally, cooperation between regulators and industry members in an iterative process will inevitably lead to discussions about the functional purpose of current regulation and how to translate those purposes into mechanisms that serve as a functional equivalent within the code. If such a level of cooperation could be achieved, the criteria of political feasibility would be met to a high degree, as buy-in would be required of regulators and industry members alike.

197. See Lessig, Code and Other Laws, supra note 159, at 123 (arguing that regulation is composed of various levels of constraints, including laws, market, social norms, and architecture (including code)); see also DaCunha, supra note 143, at 58, 64, 68 (arguing for three layers of bitcoin regulation); Andy Yee, Internet Architecture and the Layers Principle: A Conceptual Framework for Regulating Bitcoin, 3 Internet Pol’y Rev. 1 (2014).

198. See Wright & De Filippi, supra note 2, at 50.

199. See Mihaela Ulieru, Organic Governance Through the Logic of Holonic Systems, in From Bitcoin to Burning Man and Beyond: The Quest for Identity and Autonomy in a Digital Society, supra note 75, at 113, 128.

200. See generally Fairfield, BitProperty, supra note 13.

201. See generally Abramowicz, supra note 127.

Writing regulation into the code is not only possible, but is organic to the system. It is possible that an interaction between the decentralized ledger technology industry and regulators could be coordinated through a centralized entity representing the community, such as the Bitcoin Foundation,203 the Digital Asset Transfer Authority (DATA),204 or a similar organization created specifically for this purpose. However, the chosen organization may dissolve while the need for regulation would remain constant. As a result, coordinating the cooperative, iterative endogenous regulation process through such a centralized entity, while familiar to regulators, may not be the most beneficial in the long run. In any event, such efforts need not be implemented through a centralized organization. “There is evidence that community consensus can result in the resolution of” issues related to decentralized public ledger maintenance.205 As such, “if the [decentralized ledger technology] network came to a consensus about modifying the rules,” the rules of the system could change.206 In fact, it is likely that much decentralized public ledger maintenance is conducted by a small group of core developers and a handful of additional volunteers recruited by the core team.207 Moreover, many of the prominent decentralized ledgers have adopted such a structure,208 and evidence shows that “large successful open source projects typically have a benevolent dictator who makes decisions.”209 Furthermore, decentralized ledger technologies and, in particular, the payments applications that run on them, arguably already contain “a number of economic rules that serve as monetary policy enacted in code.”210 In fact, the very issues of who can conduct transactions, under what circumstances and when, are all determined by rules built into the protocol.211

By leveraging smart contracts and other features of decentralized ledger technologies, regulation can be implemented at a systemic, decentralized ledger technology level, as opposed to an application-specific level (e.g., focusing solely on payments). In doing so, this proposal fulfills two criteria to a high degree: minimizing systemic risk and promoting innovation and adaptability. Implementing regulation from within the code it-
self promises an opportunity to create system-wide mechanisms for absorbing shocks such as market or institutional failure triggers. Further, like the financial system, “technology evolves in an unpredictable way” and at a rapid pace. This is particularly true of decentralized ledger technologies, which only first emerged in 2009 and are already disrupting traditional markets and legal structures. Regulation at the decentralized ledger technology level will help avoid “the danger that technologies as a whole may be cabined to one use case by the development of a specific legal regime, say, payments and money transmission services, and not left open to other potential uses.” Further, a functional approach to regulation, once built-in at a code-as-law level, and once supplemented by a formal decentralized consensus mechanism for updating regulation to reflect protocol and software changes in real time, promises to keep pace with the changes in technology and decrease the length of the law lag that presently plagues the decentralized ledger technology industry. Fulfilling these criteria to a high degree is among the key contributions of this regulatory approach, as neither the current landscape nor current alternative proposals feature these characteristics.

A third key contribution of this approach regards minimizing compliance risk and the risk of illicit use. Here, the heart of the regulatory exercise comes into motion: Will regulation seek to minimize such risks via ex ante or ex post measures? What if this dichotomy could be eliminated? If the system incorporates regulation-through-code, self-executing code will be regulatory-compliant, and the choice presented to individual actors will no longer be whether to comply or not, but will merely be whether or not to use the system. When viewed in this light, the prospect of regulating decentralized ledger technology from within raises is-

213. Fairfield, BitProperty, supra note 13, at 869.
214. I note here that the economic literature occasionally makes reference to a slow pace of endogenous changes. This appears to be a general reference to the time required for the endogenous regulatory effort to take root. I recognize this potential difficulty to the proposed approach and discuss it more fully in infra note 219 and accompanying text.
215. It is not presently clear that endogenous regulation will make any further contribution to minimizing data security risk, malfunctions, or related unintended problems other than that which is already present in the protocols. One issue that might be addressed through the functional method inquiry is the issue of privacy of financial information on a public ledger, especially as adoption becomes more widespread, or if mainstream banks adopt use of decentralized ledger technology. For now, however, these criteria are considered a wash—neither enhancing nor detracting from the suitability of the proposed endogenous regulatory approach.
216. See LESSIG, CODE AND OTHER LAWS, supra note 159, at 125 (“The code or software or architecture or protocols set these features, which are selected by code writers. They constrain some behavior by making other behavior possible or impossible. The code embeds certain values or makes certain values impossible.”).
sues more important to regulatory theory than simply how to approach the regulation of decentralized ledger technology, or the subset of related applications that includes bitcoin. Rather, the possibility of endogenous regulation of decentralized ledger technology raises the possibility of disrupting the regulatory exercise as we know it. This is a particularly distinct possibility in the financial regulation realm for several reasons.

First, as this Article has noted throughout, regulation of decentralized ledger technology poses many of the same challenges as regulation of the financial system. Second, significant financial industry actors are moving to incorporate decentralized ledger technology into the mainstream financial system.\(^{217}\) If decentralized ledger technology can make an endogenous theory of financial regulation or a functional approach to financial regulation\(^ {218}\) a practical reality and, if it can go a step further to enhance innovation and the ability of regulators to keep pace with such innovation, solving the riddle of how to regulate the blockchain and similar technologies will have far more significant consequences than alleviating the immediate regulatory quagmire facing the businesses in the decentralized ledger technology ecosystem.

C. Challenges to Implementation and a Call for Further Research

The above proposal lays out the foundation for pursuing endogenous regulation of decentralized ledger technologies, through a cooperative, iterative process that focuses on the functional purposes for enacting regulation, implemented from within the system requiring regulation. The proposal may, however, face various practical and theoretical challenges to adoption and implementation. First, it is not clear the extent to which endogenous regulation meets the criteria of political feasibility. It may be impossible to know the extent of stakeholder buy-in to the approach until after initial regulatory proposals are presented to the development team for integration into the code. This could pose a powerful practical obstacle to the endogenous regulatory enterprise. As Wright and Filippi explain:

>[T]he open nature of blockchain-based architecture means that most, if not all of the applications deployed on the blockchain could be reproduced and adjusted by anyone, in order to fulfill different functions and satisfy the needs of different groups and communities. As a result, dictating the manner in which software developers design a particular application protocol, or forcing software developers to introduce a particular feature into the code will only work to the extent that the user-base actually


\(^{218}\) See generally Schwarcz, Functional Approach, supra note 173.
agrees to switch to the new protocol. Failure to reach consensus amongst users means that software will remain in use.\textsuperscript{219}

Another practical challenge to adopting endogenous regulation is the time that it may take to get the cooperative, iterative process up and running, and to put a consensus building mechanism into place that will allow regulators and the core development teams to gauge the political feasibility of any specific regulation being considered for inclusion as regulation-through-code. The economic and development literature both hint at a view that the endogenous approach is a slow method.\textsuperscript{220} Such delays may temporarily increase the law lag, but not more so than if no new regulatory approach is taken.

A third challenge to adopting and implementing endogenous regulation of decentralized ledger technology is a theoretical one. Assuming the regulator determines to adopt this proposal for technology-assisted regulation and assuming the regulator uses the functional method to determine that the decentralized ledger technology already contains a mechanism approximating the same function as the real-world regulation intended to be imposed through code-as-law, “how should law regulate” under such circumstances?\textsuperscript{221} Should the law change in response to the differences found in the code, “[or] should the law try to change the features of cyberspace, to make them conform to the law? And if the latter, then what constraints should there be on the law’s effort to change cyberspace’s ‘nature’?”\textsuperscript{222}

Each of these challenges makes clear that further research into the practical, technical, and theoretical viability of wide-scale endogenous regulation of decentralized ledger technology is necessary. Further research into the implications of a successful implementation of this approach would also be useful. In particular, further exploration of the impact of technology-assisted regulation, or regulation-through-code, on the ex

\textsuperscript{219} Wright & De Filippi, \textit{supra} note 2, at 57; see also Lawrence Lessig, \textit{The Limits in Open Code: Regulatory Standards and the Future of the Net}, 14 BERKELEY TECH. L.J. 759, 764 (1999) (‘Whether government can regulate code depends in part upon who controls that code. If the code is closed—controlled by private for-profit organizations—then government’s power is assured. But if the code is open—outside of the control of any particular private for-profit organization—then the government’s power is threatened.’). While evidence suggests that the issue is no longer as black and white as Lessig would lead readers to believe, the point is well taken that the open source nature of decentralized ledger technologies may pose a practical challenge to implementing technology-assisted regulation.

\textsuperscript{220} See Helfer, \textit{supra} note 168, at 665 (describing iterative process proposed here as “endogenous, incremental, and continuous, producing small effects at each individual step but cumulatively resulting in ever deeper levels of cooperation”); see also Reiter, \textit{supra} note 168, at 211–14 (describing iterative process as one that occurs over time).


\textsuperscript{222} \textit{Id.}
The ante/ex post dichotomy is warranted in light of industry moves to integrate decentralized ledger technology into the mainstream financial system. Finally, examining whether comparative law’s functional method offers some insight into the limits to be imposed upon regulators who elect to use technology-assisted regulation as a policy tool will be critical to ensuring that an endogenous approach to regulation remains cooperative, iterative, and properly focused on function and regulation from within.

V. Conclusion

This Article presents a framework for regulating decentralized technology in a holistic, organic, and functional way—an endogenous way. The current patchwork of regulations applied to businesses using decentralized ledger technology is compromised by its inability to adapt to the technology, its inefficient mechanisms for responding to market and governance failures, and its overwhelming tendency to quash innovation in the name of preventing crime and protecting consumers. Alternative regulatory methods proposed to date often fall victim to the same shortcomings. Most such alternative proposals center on regulating payments applications of decentralized technology, such as bitcoin, without regard to the collateral damage caused to other innovative uses of blockchain technology. Proposals that attempt to focus on the novel characteristics of the technology similarly focus on only a subset of novel characteristics, at the expense of the others. To the extent that the present literature discusses decentralized technology through a holistic lens, its inquiry centers on ways new applications (other than payments applications) of decentralized technology may evolve and disrupt the established order. Such literature often bypasses the most pressing current question facing the very innovators who hope to disrupt technology use as we know it: What regulatory approach to the decentralized ledger technology itself can keep pace with innovation while still addressing common market and governance failures? The endogenous theory of regulation proposed in this Article attempts to fill that lacuna.

Importantly, an endogenous approach to regulation will only be effective if each of the relevant stakeholders actively participates. The current regulatory nightmare facing decentralized virtual currencies and decentralized ledger technologies is a result of more than just the mismatch resulting from the application of antiquated laws to revolutionary technology. It also stems from a long history of boisterous, bad industry actors, high volumes of monetary losses suffered by consumers, and unsubstantiated myths regarding the level of anonymity and impunity afforded to criminals using the technology. Dispelling such myths and charting a new industry course will require a collaborative effort between industry actors and regulators. By working together and leveraging the consensus properties of decentralized technologies, industry actors and regulators are well-placed to make technology-assisted regulation, which this Article
submits should be viewed as a practical application of architecture-as-law or code-as-law, a reality. Such endogenous regulation offers unique compliance incentives and stakeholder buy-in that should enable more efficient ex ante regulation while simultaneously reducing the need for expensive coercive enforcement action. Finally, if the endogenous regulation of decentralized ledger technology such as the blockchain proposed in this Article could be achieved, it might pave the way for an entirely new approach to financial regulation: technology-assisted regulation, or regulation-through-code, that bypasses the ex ante/ex post dichotomy and influences actions in real time.